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Abstract:

The theory of strong interaction predicts a phase transition at high temperature and

energy density from hadronic matter to the state of deconfined quarks and gluons called

quark-gluon plasma (QGP). It is expected that heavy-ion collisions at the Relativistic

Heavy Ion Collider (RHIC) achieve conditions needed for the QGP formation. The sup-

pression of production of bound states of heavy quarks (c, b) and their antiquarks, heavy

quarkonia, due to the color screening of the quark-antiquark potential in the deconfined

medium has been proposed as a signature of the QGP. However, other effects such as

secondary production in the QGP complicate the suppression picture. In this thesis the

analysis of J/ψ production via the di-electron decay channel in 0 - 5 % most central U+U

collisions at
√
sNN = 193 GeV at the STAR experiment at RHIC is described. Preliminary

results on invariant yield and nuclear modification factor of J/ψ are presented.
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Abstrakt:

Podl’a teórie silnej interakcie nastáva pri vysokých teplotách a hustotách energie fázový

prechod hadrónovej hmoty do stavu asymptoticky vol’ných kvarkov a gluónov, nazývaného

kvarkovo-gluónová plazma (QGP). Predpokladá sa, že pri zrážkach t’ažkých jadier na Rela-

tivistickom urýchl’ovači t’ažkých iónov (RHIC) sú podmienky potrebné na vytvorenie QGP

dosahnuté. Potlačenie producie viazaných stavov t’ažkých kvarkov a ich antikvarkov (c, b),

t’ažkých kvarkóni, v dekonfinovanej hmote je prisudzované efektu farebného tienenia v

QGP. Avšak pŕıtomnost’ iných efektov, napŕıklad sekundárnej produkcie kvarkóni QGP,

komplikuje obraz o potlačeńı. V tejto práci popisujeme analýzu produkcie J/ψ z di-

elektrónového rozpadového kanálu v 0-5% najcentrálneǰśıch zrážkach jadier uránu pri

energii
√
sNN = 193 GeV na experimente STAR na RHICu. Prezentujeme predbežné

výsledky invariantného výt’ažku a jadrového modifikačného faktoru J/ψ.
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Preface

In 2000 the Relativistic Heavy Ion Collider (RHIC) in Brookhaven National Laboratory

began a new era of heavy-ion physics. For the first time, collisions of heavy ions at high

energies enabled to study the nuclear matter at extreme conditions. Already the data from

the first years of RHIC operation indicated the presence of a novel state of hot and dense

matter, the quark-gluon plasma (QGP), during the evolution of the heavy-ion collision.

The aim of the physics is to prove the existence of this phase of deconfined quarks and

gluons and to study its properties. Different probes which may refer to the presence of

the QGP have been suggested, e.g. collective flow, jet quenching or suppression of heavy

quarkonium production. The last mentioned is the main object of this thesis.

Heavy quarkonia, bound states of heavy quarks and their antiquarks, have been pro-

posed to be suppressed due to the screening of the quark-antiquark potential in the de-

confined medium. However, different other effects may influence the observed quarkonium

yields, such as cold nuclear matter effects, feed down effects or secondary production via

coalescence of charm quarks. To understand these different mechanisms it is important to

study the heavy quarkonium production in different collision systems, at different energies

and centralities.

The physics of heavy-ion collisions and experimental probes of the presence of the

QGP are briefly introduced in Chapter 1. It deals in more detail with the topic of heavy

quarkonia, mainly J/ψ meson. Different mechanisms which may affect heavy quarkonium

production in heavy-ion but also in proton+nucleus collisions are discussed and recent

results on heavy quarkonium measurements at RHIC are presented.

The STAR experiment at RHIC is one of the foremost experiments in the study of

the medium created in heavy-ion collisions. It consists of different subsystems, each of

which performs a specific task. The Time Projection Chamber is used for tracking and

particle identification, the Time Of Flight detector is used for triggering. Moreover, it

improves the particle identification capabilties of TPC by measuring the time-of-flight of

particles. The Barrel Electromagnetic Calorimeter measures the electromagnetic showers

of high-pT particles. Its fast response allows to trigger on high-pT electrons. For the

heavy quarkonium studies the recently installed Heavy Flavor Tracker and Muon Telescope

Detector are important. All of the subsystems are described in more detail in Chapter 2.

The next four chapters describe the analysis of the author of this thesis, i.e. the

analysis of J/ψ meson in central U+U collisions at
√
sNN = 193 GeV at mid-rapidity at

the STAR experiment. J/ψ signal is reconstructed via the di-electron decay channel. The

1



selection of events, J/ψ daughter electrons and, finally, the extraction of J/ψ raw yield is

described in Chapter 3.

Chapter 4 describes different corrections applied on J/ψ raw signal based on the cal-

culation of detection and identification efficiency of J/ψ daughter electrons either from

real or from simulated data.

Systematic uncertainties coming from J/ψ raw yield extraction and efficiency calcula-

tion are described and discussed in Chapter 5.

Finally, the main results of this work, J/ψ invariant yield and nuclear modification

factor in central U+U collisions, are presented in Chapter 6.

2



Chapter 1

Heavy quarkonia in heavy-ion

collisions

One of the most important and ”always up-to-date” challenges of physics is the un-

derstanding of the laws of the world and the Universe and finding out what it consists

of. In a more fundamental sense, the basis of this study is the determination what the

elementary building blocks of matter are and how they interact with each other.

A very successful theory in this field is the Standard Model of particle physics developed

during the second half of the 20th century. It is a quantum field theory concerning the

electromagnetic, weak and strong interactions, as well as elementary particles classified

into quarks (u, d, s, c, b, t), leptons (e, νe, µ, νµ, τ, ντ ) and bosons (γ,W,Z, gluons and Higgs

boson).

The strong interaction is responsible for binding quarks and gluons into hadrons (pro-

tons, neutrons) and, on a larger scale, protons and neutrons into nuclei. The theory of

Quantum Chromodynamics (QCD) is used to describe the strong force between quarks

(antiquarks) mediated by gluons. In this theory each quark (antiquark) carries one of

three color charges: red, green, blue (antired, antigreen, antiblue). Quarks bind through

the strong interaction to form color-neutral bound states, the already mentioned hadrons.

Hadrons are known as mesons if they are made up of a quark of some color and an anti-

quark with corresponding anticolor, or as baryons if they are formed from three quarks or

antiquarks with all three colors or anticolors.

The QCD coupling constant αs which determines the strength of the strong interaction

is proportional to [1]

αs(Q
2) ∼ 1

ln( Q2

Λ2
QCD

)
(1.1)

where ΛQCD is the QCD scale and Q denotes the momentum transfer in the interaction.

The summary of αs measurements as a function of Q can be seen in Figure 1.1. At low

Q2 the coupling constant αs is large and the QCD potential can be approximated by [2]

V (r) ≈ kr (1.2)

where k is constant called string tension. Hence the attractive force between quark and
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antiquark increases with distance r. This is a major difference compared with electromag-

netic interaction which follows an opposite trend.

When the QCD potential is high enough the string breaks and a new quark-antiquark

pair is created out of the vacuum. Accordingly, it is not possible to observe free quark or

gluon, free color charge. This characteristic feature of the QCD is called color confinement.

On the other hand, with increasing Q2 and decreasing the interaction distance αs

decreases. Under extreme conditions, at asymptotically small distances or high Q2 αs

gets very small and quarks can be treated as free particles. This phenomenon is called

asymptotic freedom.

The phase of matter consisting of asymptotically free quarks and gluons is called

quark-gluon plasma (QGP). It is believed that the Universe was in this state for about

few milliseconds after the Big Bang. Currently, there is a large experimental effort to

create the QGP and to study its properties. At present, the only way of testing it, is in

heavy-ion collisions.

QCD αs(Mz) = 0.1181 ± 0.0013

pp –> jets
e.w. precision fits (NNLO)  

0.1

0.2

0.3

αs (Q
2)

1 10 100
Q [GeV]

Heavy Quarkonia (NLO)

e+e–   jets & shapes (res. NNLO)

DIS jets (NLO)

October 2015

τ decays (N3LO)

1000

 (NLO

pp –> tt (NNLO)

)
(–)

Figure 1.1: Summary of measurements of αs as a function of the energy scale Q.

The respective degree of QCD perturbation theory used in the extraction of αs is

indicated in brackets [3].

1.1 Quark-gluon plasma and heavy-ion collisions

High temperatures and energy densities reached in ultrarelativistic heavy-ion collisions

allow to study properties of the nuclear matter at such extreme conditions that the tran-

sition of hadronic nuclear matter into the state of asymptotically free quarks and gluons

takes part.

Currently, the main goal of colliding ultrarelativistic heavy ions is to precisely study

the transition of the hadronic matter into the state of deconfined quarks and gluons as

well as properties of the medium formed in the collisions.
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1.1.1 Phase diagram of the QCD matter

Figure 1.2 shows the schematic drawing of our current knowledge and theoretical ex-

pectations about the the phase diagram of the nuclear matter. It is described by the

temperature T and the baryon chemical potential µB. The baryon chemical potential is

the measure of the net baryon density defined as the difference between the density of

baryons and anti-baryons. In the early Universe, there was equality between the matter

and antimatter resulting in µB = 0. In normal nuclear matter there is no much anti-

matter around and thus the baryon chemical potential µB ∼ 900 MeV reflects the density

of baryons (protons and neutrons). The range of temperature and the baryon chemical

potential in which the matter is in the form confined hadron gas is shown in the lower left

part of the phase diagram. By increasing the temperature or baryon chemical potential the

confinement breaks down. The deconfinement at high µB is expected to occur in neutron

stars where the density in the core can be up-to 10-times larger than the normal nuclear

density [4]. The deconfinement at high T can be achieved in ultrarelativistic heavy-ion

collisions such as those at RHIC or at the Large Hadron Collider (LHC).

Figure 1.2: The phase diagram of the nuclear matter [5].

The character of the transition between the hadron gas and the deconfined matter

is still not explored in detail. Current knowledge suggests that for zero and low µB

the transition is crossover (continual change of the phase) at the critical temperature

TC ∼ 170 MeV. For higher µB and lower T it has a nature of the first order phase

transition (accompanied by the discontinuity of the first derivative of the free energy).

The point where the first order phase transition begins is called critical point. However,

the locations of the critical point and the phase boundary remain to be determined exper-

imentally. Proving their existence would be a strong confirmation of our understanding of

nuclear matter at extreme conditions. The Beam Energy Scan (BES) program at RHIC [6]

is dedicated for the study of the QCD phase diagram, possible QCD phase boundary and

QCD critical point.
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1.1.2 Space-time evolution of the heavy-ion collision

Nucleus-nucleus collisions have long been the object of study of many physicists, how-

ever, even today it is not known exactly how the ultrarelativistic heavy-ion collision occurs.

Here, the possible scenario of the heavy-ion collision is briefly described (see Figure 1.3

where also the evolution without the QGP phase is illustrated).

The medium produced in heavy-ion collisions evolves within the proper time range

τ ∼ 10− 100 fm/c [7].

Immediately after the collision nuclei traverse each other depositing a large amount

of energy in the medium in the form of excited virtual quanta. As a result of their

deexcitation quarks and gluons are created and interact with each other.

As the system reaches the thermal equilibrium it can be described by the laws of

hydrodynamics. From this moment it is in the quark-gluon plasma phase. The proper

time of the system when it enters this phase is estimated to be τ0 ≤ 1 fm/c [7]. The system

expands and cools down. When the critical temperature Tc ' 170 MeV [7] is reached,

quarks and gluons can no longer be free within the system and are confined into hadrons.

However, it is not clear if the phase transition into the hadron gas happens immediately

or if it is proceeded by the mixed phase of quarks, gluons and hadrons.

As the system is in the phase of hadron gas, it cools down and expands until the

chemical freeze-out begins.

During the chemical freeze-out inelastic scatterings between the hadrons disappear

and the particle identities are set. However, hadrons can still interact elastically. Elastic

collisions disappear at thermal freeze-out. At the end, hadrons fly out to the detector.

Figure 1.3: Two scenarios of the evolution of the relativistic collision – without and

with the presence of the QGP phase [8].
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1.1.3 Centrality of the collision

As in every experiment the initial conditions are very important. This applies partic-

ularly for collisions of heavy nuclei. They can be classified according to different criteria,

such as the size and type of colliding nuclei or the energy of the collision. In order to study

effects of the medium created in the ultrarelativistic collisions of heavy-nuclei it is useful

to sort collisions according to the size of the overlapping area of the colliding nuclei. As

the overlap is larger, there are more nucleons which can participate in interactions thus

the energy density of the medium can be higher. This can turn into higher probability of

the QGP formation.

Based on the size of the overlapping area the collisions of heavy nuclei can be di-

vided into central, peripheral or ultra-peripheral. The size of the overlap is related to the

perpendicular distance between the centers of the nuclei called impact parameter b, see

Figure 1.4 for identical nuclei.

central peripheral ultra-peripheral

b = 0 0 < b < 2R b > 2R

R

b

b

R

R

Figure 1.4: Central, peripheral and ultra-peripheral collision.

However, the impact parameter b cannot be measured directly and in collisions of

deformed nuclei, in which colliding nuclei can have different orientations and thus different

sizes of the overlapping area at the same b, it provides insufficient information about the

collisional geometry.

There are two experimental ways which are often used to measure the collisional cen-

trality. The centrality can be determined by measuring the spectators − nucleons which

do not participate in interactions. At the STAR experiment, they are measured by the so

called Zero Degree Calorimeters (see Section 2.6). One could expect that as the number of

spectators decreases the centrality increases. However, not only for the most central but

also for the most peripheral collisions the number of spectators is ∼ 0 since nucleons of

the colliding nuclei are not kicked out of the nuclei and, therefore, not measured by ZDCs.

Moreover, different orientations of the deformed nuclei at the same impact parameter can

turn into different number of measured spectators. Therefore, this method of centrality
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definition is not unambiguous. Another way of accessing the information abot centrality

of the collision is by the track multiplicity measurements − more central collisions mean

more nucleons participating in the collision which turn to higher multiplicity − more

tracks observed in the detector. Figure 1.5 shows the dependence of the charged particle

multiplicity Nch distribution on the number of particles participating in the collision Npart

and the impact parameter b.

Figure 1.5: Relation between the charged particle multiplicity Nch distribution, the

average number of particles participating in the collision < Npart > and the impact

parameter b [9].

1.1.4 U+U Collisions

Collisions of deformed nuclei provide an opportunity to study the spatial dependence of

various properties and effects of the created. Within the same colliding system, deformed

nuclei can have different spatial orientations and, therefore, allow wider variations of energy

density of the created medium.

Upper part of Figure 1.6 shows different configurations of deformed prolate nuclei in

the collision. In case of ”tip+tip”(left) configurations, the major axes of the nuclei are

parallel to the beam axis. Consequently, the largest path lengths through the matter

and the highest energy densities can be reached. On the other hand, ”side+side”(middle)

configurations where the minor axes are parallel to the beam provide the shortest paths

through the matter. This is illustrated in the lower part of Figure 1.6. It shows theoretical

prediction for the density profiles of nucleons participating in collisions of asymmetric U

nuclei [10] related to the configurations above. The right panel of Figure 1.6 shows the
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Figure 1.6: Up: Different configurations of collisions of prolate nuclei: tip+tip (left),

side+side (middle), random configuration (right). Down: Theoretical prediction for

the density profiles of participants in tip+tip (left), side+side (middle), orientation-

averaged (right) U+U collisions [10].

orientation-averaged density profile.

The study of deformed nuclei is supported by theoretical expectations of higher energy

density reached compared with collisions of spherical nuclei, namely in the case of U+U

compared with Pb+Pb collisions [11] and Au+Au collisions [10].

Figure 1.7: Ratio of expected energy density reached in U+U and Au+Au collisions

εB
UU/εB

AuAu as a function of centrality [10].

In 2012 prolate U nuclei were collided at RHIC at
√
sNN = 193 GeV. Compared

with symmetric Au nuclei being colided at RHIC, the orientation-averaged energy density

reached in U+U collisions is expected to be up to 20% higher and for ”tip+tip” configu-

rations even more, up to 30% [10]. This is illustrated in the Figure 1.7 which shows the

ratio of estimated energy densities in U+U and Au+Au collisions as a function of central-

9



ity. In the most central U+U collisions, the increase of the energy density is the highest

hence in these collisions the most significant effects of the hot medium are expected to

be present. Therefore, detailed study of the most central U+U collisions can provide a

valuable information about the QGP.

1.1.5 Tools for the QGP studies

Since the QGP cannot be measured directly we have to rely on different observables

which may refer to the evidence of the deconfined phase in the evolution of the collision.

In this section we turn our attention to probes and observables often considered in the

studies of the quark-gluon plasma.

Anisotropic flow

The anisotropic flow is an important probe of the earliest stages of the collision. In non-

central collisions the colliding nuclei do not overlap completely, the spatial distributions

of participating nucleons forms an almond shape. As the system is thermalized the non-

isotropic pressure gradients in the medium lead to different expansion of the volume and,

as a result, to the non-isotropic momentum distribution of the final-state particles. The

pressure is largest along the reaction plane resulting in a boost in momentum of particles

in this direction.

The momentum anisotropy can be determined by performing a Fourier decomposition

of the measured momentum distribution of particles

E
d3N

d3p
=

d2N

2πpTdpTdy

(
1 +

inf∑
n=1

2vn (pT , y) cos [n (φ− ψr)]
)
, (1.3)

where φ is the azimuthal angle and ψr is the raction plane angle (see Figure 1.8). Coeffi-

cients vn can be expressed as

vn (pT , y) = 〈cos [n (φ− ψr)]〉. (1.4)

Figure 1.8: Reaction plane and the coordinate system.
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The second harmonic coefficient v2 is known as elliptic flow. It is developed in the

early stages of the collision where the pressure gradients are the largest. Hence, v2 is

sensitive to the dynamics of the early collision system and the degree of thermalization of

the medium.

The large value of the elliptic flow indicates the presence of the strongly interacting

matter in the collision [12]. Figure 1.9 shows results on v2 of identified hadrons in 200 GeV

Au+Au collisions at different collision centralities. v2 increases towards more peripheral

collisions and towards higher pT. Data also show the mass ordering – the heavier the

hadron the smaller v2 and for higher pT they show higher v2 for mesons than for baryons

which is typical for hydrodynamic evolution [13].

2v

0

0.1

0.2

0.3

(a) 0%-80%

(b) 40%-80%

S
0K Λ + Λ

+
Ξ + -Ξ

+
Ω + -Ω

+π + -π pp + 

0 1 2 3 4 5 6 7

0

0.1

0.2

0.3
(c) 10%-40%

 (GeV/c)
T

p
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(d) 0%-10%

Figure 1.9: v2 of K0
s (open circles), Λ (open squares), Ξ (filled triangles) and Ω

(filled circles) as a function of pT for 0 - 80 %, 40 - 80 %, 10 - 40 % and 0 - 10 %

Au+Au collisions at
√
sNN = 200 GeV at STAR. Compared with results from ideal

hydrodynamic calculations [13].

Hard probes

High-pT partons are expected to originate from initial hard scattering processes be-

tween nucleons participating in the collision. Due to the high pT of the initial partons,

they are able to pull new pairs of quarks and antiquarks out of the vacuum to form hadrons

which are highly colinear. Such fragmentations of hard partons in a spray of correlated

hadrons are known as jets, see left panel of Figure 1.10. Thus, jets are proxies of high-pT

partons.

As high-pT partons traverse the QGP medium they suffer energy loss from elastic
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parton scatterings and, more significantly, gluon radiation. This results in softening and

broadening of the observed jet structure, known as jet quenching [14]. When two high-pT

partons scatter near the boundary of the QGP, one parton can immediately hadronize in

the vacuum to form a jet whereas the other parton must traverse the QGP, losing energy

in the process and leading to a jet-energy imbalance, see right panel of Figure 1.10.

Figure 1.10: Illustration of jets in elementary (left) and A+A (right) collisions where

the QGP presence is expected [15].

There are two main experimental observations which support the jet quenching in the

QGP: results on nuclear modification factor (see next Section) and correlated di-hadron

distributions.

Figure 1.11 shows the di-hadron azimuthal distribution as a function of ∆φ = φtrig −
φasoc denoting the azimuthal angle between the triggered high-pT (4 GeV/c < pT(trig.) <

6 GeV/c) hadron and the assocciated hadron (2 GeV/c < pT (asoc.) < pT(trig.)) [16].

As can be seen, in p+p and d+Au similar distribution with near-side peak from jet frag-

mentation pairs at ∆φ ≈ 0 and away-side peak from back-to-back pairs at ∆φ ≈ π can be

seen. A slight broadening of the away-side peak observed in d+Au collisions is probably

caused by the Cronin Effect (see Section 1.2.3). On the other hand, in Au+Au collisions

the back-to-back peak is not observed - this is consistent with the scenario of jet quenching

or, in other words, energy loss of hard partons traversing the strongly interacting medium.

Nuclear modification factor

Nuclear modification factor RAB compares experimental observables such as particle

yields in collision systems A+B NAB with respect to the reference p+p measurements σpp.

Expressed as the function of pT and rapidity y it can be defined as

RAB(pT, y) =
1

TAB

d2NAA/dpTdy

d2σpp/dpTdy
(1.5)

where TAB is the nuclear overlap function given as the ratio of the average number of

binary nucleon+nucleon collisions < Nbin > and the inelastic p+p cross section σpp
inel.

With no medium effects the particle yield in A+B heavy ion collisions should scale with

the number of elementary binary collisions and resulting RAB should be equal to unity. As

it turns out the medium produced in heavy ion collisions can modify this scaling resulting

in the effect of suppression RAB < 1 or enhancement RAB > 1 of the production.
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Figure 1.11: Upper panel: Two-particle azimuthal distributions for minimum bias

and 0–20% most central d+Au and p+p collisions at STAR [16]. Lower panel: Com-

parison of two-particle azimuthal distributions for central d+Au collisions compared

with p+p collisions and central Au+Au collisions [16].

Figure 1.12 shows the RAB for inclusive spectra of charged hadrons as a function of

pT in minimum bias d+Au and central d+Au and Au+Au collisions at RHIC. d+Au data

show modification towards higher RAB > 1 at mid pT probably due to the presence of the

nuclear matter in the collision (Cronin effect). Data from Au+Au show strong suppression

towards higher pT which is expected to be caused due to the interactions with the dense

system generated in the collision.

Figure 1.12: RAB as a function of pT for minimum bias d+Au and central d+Au

and Au+Au collisions [16].
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Heavy quarks

Due to their large masses heavy quarks (c, b) are produced in the initial hard interac-

tions of partons in the earliest stages of the collisions. Since they experience the whole

evolution of the system the information about the heavy quark production, its modifi-

cation and collective flow can provide an insight into the thermodynamic properties and

dynamics of the hot medium.

Heavy quarks can be investigated via heavy quarkonia (discussed in more detail in the

following section) or open heavy flavor mesons (presented below).

At STAR, there are two main experimental ways how to study open heavy flavor

mesons, i.e. mesons composed from single heavy quark and a light antiquark or vice-versa

- via the direct reconstruction from hadronic decays or through the non-photonic electrons

from semileptonic decays.

Left panel of Figure 1.13 shows preliminary nuclear modification factor of open charm

D0 mesons as a function of pT measured at STAR in central 200 GeV Au+Au collisions

compared with D mesons at LHC and π0 mesons. D0 low pT data show the enhancement

of the production while the strong suppression of D mesons at high pT is observed and is

comparable to the RAA of light mesons indicating significant energy loss of charm quarks

in interactions with the medium. This observation is supported by the v2 results. Right

panel of Figure 1.13 shows results on D0 v2 in 0-80% Au+Au collisions at STAR compared

to v2 of light Ks mesons. The non-zero flow of D0 mesons for pT above 2 GeV/c is observed

and for pT < 3 GeV/c is lower than that of light Ks mesons. Both, RAA and v2, can be

described simultaneously by models with coalescence of charm and light quarks at mid-

pT [17, 18].

Figure 1.13: Left: Nuclear modification factor RAA as a function of pT of D mesons

in central collisions at RHIC and LHC compared to pions [17]. Right: Elliptic flow

of D mesons as a function of pT compared to Ks mesons [18].

When the mesons containing heavy quarks cannot be directly reconstructed we can

resort to the measurements of RAA and v2 of non-photonic electrons. Such measurements

are important in the study of heavy quark energy loss as well as thermalization of the

medium in heavy-ion collisions. Compared with previous method of reconstruction the
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branching ratio is higher and also a small signal of heavy flavor can be easily separated

from the background. On the other hand, up to the present time the contributions of

hadrons containing c and b quark have not been clearly separated. Recently, using the

newly installed Heavy Flavor Tracker (Section 2.4) the first attempts to separately measure

charm and bottom quarks have been performed.

Figure 1.14: Left: Nuclear modification factor RAA as a function of pT of non-

photonic electrons in central Au+Au collisions at RHIC compared to different model

calculations described more in [19]. Right: Elliptic flow of non-photonic electrons as

a function of pT compared to model calculations [19].

Left panel of Figure 1.14 shows preliminary results on RAA of non-photonic electrons

in 0–10% most central Au+Au collisions at STAR. RAA decreases towards higher pT

and is compared to various model calculations (for more information see [19]). Right

panel of Figure 1.14 shows elliptic flow of NPE in 0–60% Au+Au data at 200 GeV. The

data show non-zero v2 at low pT and significant increase for pT > 4 GeV/c possibly

caused by non-flow jet-like correlations. Results on v2 are also compared to various model

calculations. Despite different mechanisms all the models assume that charm quarks are

strongly coupled with the medium and predict a finite v2 [19]. They reproduce the trend

in data well, however those models that are better in describing v2 are missing NPE RAA.

1.2 Heavy quarkonia

Opposite to open heavy flavor mesons containing one heavy quark, heavy quarkonia are

often called hidden flavor as they are bound states of heavy quark (c, b) and its antiquark

(c̄, b̄). According to the flavor content they are called charmonia (cc̄) or bottomonia (bb̄).

The overview of familiar examples of quarkonium states and their properties can be seen

in the Table 1.1.

Suppression of heavy quarkonium production in ultrarelativistic heavy-ion collisions

compared with p+p collisions due to the color screening of quark-antiquark potential

was proposed as one of the most prominent predictions about the QGP formation [20].

However, different other processes may contribute to the observed quarkonium yields and

complicate the suppression picture. Moreover, the production mechanism of quarkonium
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production in elementary collisions is still not completely understood. For these reasons it

is necessary to study heavy quarkonia in different colliding systems, at different centralities

and collision energies.

State J/ψ χc ψ′ Υ χb Υ′ χ′b Υ′′

minv [GeV/c2] 3.10 3.53 3.68 9.46 9.99 10.02 10.36 10.36

Ebinding [GeV] 0.64 0.20 0.05 1.10 0.67 0.54 0.31 0.20

r [fm] 0.25 0.36 0.45 0.14 0.22 0.28 0.34 0.39

Table 1.1: Mass minv, binding energy Ebinding and radius r of selected quarkonium

states [21].

In following sections the basic ideas related to the heavy-quarkonium production and

its modification as well as recent results on heavy quarkonium measurements are discussed.

1.2.1 Production mechanism in p+p collisions

The knowledge of quarkonium production mechanism in elementary collisions is im-

portant for interpretation of the results in heavy-ion collisions. However, it is still object

of intensive studies.

Heavy quark-antiquark pairs QQ̄ are mainly produced in the interactions of partons

in the initial phase of high energy collisions. Since these are hard processes total cc̄ or

bb̄ production cross section can be calculated using tools of perturbative QCD. However,

the color neutralization process, when QQ̄ pair forms the colorless bound state, e.g. J/ψ

or Υ cannot be treated perturbatively due to the large mass of c quark compared with

the scale ΛQCD. Therefore, this process is studied through model calculations. The most

often considered models in this topic are Color Evaporation Model (CEM), Color Singlet

Model (CSM) or non-relativistic QCD (NRQCD) calculations.

In Color Evaporation Model proposed at the end of 70’s [22, 23], the total quarkonium

cross section is calculated as a fraction of all heavy quark-antiquarkQQ̄ pairs with the mass

less than threshold for producing a pair of open heavy flavor mesons. CEM does not make

predictions on quantum numbers (color, spin) of QQ̄ pairs and produced quarkonium.

The quarkonium is formed from QQ̄ pair through the radiation of soft gluons (left panel

of Figure 1.15) [24].

In Color Singlet Model [25, 26] J/ψ are formed from heavy quark-antiquark QQ̄ pairs

which are born as color singlet states. Spin and color of QQ̄ state remain the same as of

the resulting quarkonium (middle panel of Figure 1.15).

In NRQCD approach [27] QQ̄ color-octet intermediate state, in addition to a color-

singlet state, can bind to form a charmonium. Color-neutral state is reached through soft

gluon radiation (right panel of Figure 1.15).

Different model calculations can be seen in the comparison with data. Figure 1.16

shows the measured inclusive J/ψ invariant cross section in p+p collisions at STAR and
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Figure 1.15: Illustration of color neutralization process in different models. From

left to right: Color Evaporation Model, Color Singlet Model and Color Octet Model.

PHENIX. As can be seen, CEM overpredicts the mid-pT data around 3 GeV/c while direct

NNLO∗ CS underpredicts high-pT J/ψ. In general, different model calculations describe

the measured quarkonium production cross section in p+p collisions well (but not on the

whole pT range) although they predict different production mechanisms.

Figure 1.16: Inclusive J/ψ pT spectrum in p+p collisions at 200 GeV at RHIC.

Data from STAR [28, 29, 30] and PHENIX [31] are compared to different model

calculations: CEM [24, 32, 33].

Therefore, for further information about the quarkonium production and to discrimi-

nate between J/ψ production models another observable is needed. An example of such

observable is polarization (spin alignment) of J/ψ. CEM has no predictive power on J/ψ

polarization, whereas the other model calculations give different predictions on polariza-

tion (discussed later).

The polarization of J/ψ can be measured via the angular distribution of the decay

17



lepton pair:

d2N

d(cosθ)dφ
∝ 1 + λθcos

2θ + λφsin
2θ + cos(2φ) + λθφsin2θcosφ (1.6)

where θ is the polar angle, φ the azimuthal angle, λθ,λφ,λθφ are polarization parameters.

Values of these parameters depend on a chosen reference frame. In helicity frame (HX)

the polarization axis is along the J/ψ momentum in the center-of-mass frame of colliding

beams (left panel of Figure 1.17) while in Collins-Soper frame (CS) the polarization axis is

a bisector of the angle formed by one beam direction and the opposite direction of the other

beam, in the J/ψ rest frame (right panel of Figure 1.17) [34]. Since values of polarization

parameters depend on chosen reference frame it is useful to define quantity [34]

λinv =
λθ + 3λφ
1− λφ

(1.7)

which is frame-invariant.

Figure 1.17: Illustration of two different definitions of polarization axis z: in helicity

frame zXS and Collins-Soper frame zCS depending on the direction of the colliding

beams b1 and b2 and quarkonium Q [34].

J/ψ polarization measurements at STAR, specifically measurements of λθ in HX frame,

were performed in 200 GeV p+p collisions [35]. Results are shown in the left panel of

Figure 1.18 compared with PHENIX data [36] and two model predictions (NLO+ Color

Singlet Model [37]) and LO NRQCD calculations with color-octet contributions [38]).

NLO+ CSM predicts longitudinal polarization at low and mid pT while LO NRQCD

(COM) predicts transverse polarization at high pT. Due to the limited statistics only

the λθ parameter was extracted. Data show decreasing trend of λθ towards higher pT

(> 3 GeV/c ) indicating the longitudinal polarization of J/ψ. The RHIC results are

consistent with NLO+ CSM prediction [35].

500 GeV p+p collisions at STAR enabled to extended the polarization measurements

to higher pT as can be seen from the right panel of Figure 1.18. It was also possible to

extract the λφ parameter as can be seen in the left panel of Figure 1.19 where λφ is shown

as a function of pT. The λθ parameter in HX frame shows similar trend as in 200 GeV

p+p collisions towards longitudinal polarization while λφ in HX frame is consistent with

zero indicating no azimuthal anisotropy of J/ψ. Although λθ and λφ differ in HX and CS

frame, the the frame invariant quantity λinv shows agreement in both frames.
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Figure 1.18: Left: λθ as a function of pT in 200 GeV p+p collisions at STAR [35] and

PHENIX [36] compared with model calculations([38], [37]). Right:λθ as a function of

pT in HX and CS frames in 500 GeV p+p collisions [39].

Figure 1.19: λφ (left panel) and λinv(right panel) as a function of pT in HX and CS

frames in 500 GeV p+p collisions [39].
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1.2.2 Heavy quarkonium suppression in heavy ion collisions - melting

As indicated at the beginning of the section, the suppression of heavy quarkonium pro-

duction in heavy-ion collisions compared with proton-proton collisions has been predicted

as a signature of the QGP [20].

The prediction is based on the idea that if the quarkonium is placed in the quark-

gluon plasma of sufficient temperature T > TC, deconfined quarks and gluons will shield

the color charge, effectively weaken the interaction between heavy quarks, string tension

between them will vanish and they will no longer form a bound state.

At T = 0 the quarkonium potential can be effectively described by the so called Cornell

potential [2]:

V (r) = −a
r

+ kr (1.8)

where a and k are parameters. In the QGP of the temperature T the potential can be

approximately expressed by the formula [20] :

V (r, T ) = −α
r
exp [−r/rD(T )] , (1.9)

where r is the radius of quarkonium and rD is the Debye screening radius which sets the

distance outside of which the color charge of heavy quark is screened. This is illustrated in

Figure 1.20. The Debye screening radius goes down with the increase of the temperature

of the medium (approximately as ∼ 1/
√
T [40]). The temperature at which rD decreases

rD

Figure 1.20: The schematic drawing of the Debye screening radius rD in QGP.

Heavy quarks from quarkonium (yellow) effectively do not see each other.

to the quarkonium radius r is the dissociation temperature TD at which the quarkonium

can no longer form a bound state. Since the radii of quarkonium states differ they are

expected to dissociate at different temperatures. Therefore, it has been predicted that by

measuring the states that survived in the QGP the information about the temperature of

the medium could be obtained [40]. However, formula presented above is very approxi-

mate and there are different potential models (some of them were proposed also in [40])

and lattice QCD calculations which try to describe quarkonium dissociation mechanism.
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Figure 1.21: The dissociation temperatures of different quarkonium states relative

to critical temperature T/Tc − different models calculations (Lattice QCD, QCD

sum rules, Ads/QCD, potential models) were used. The shaded band denotes the

hydrodynamic estimation for the highest temperature reached in 200 GeV Au+Au

collisions. Estimations were performed using different Tc values. Horizontal bars

denote the range in which the quarkonium state undergoes modifications until it

completely melts [41].

Figure 1.21 shows a compilation of various model predictions of dissociation temperatures

of different quarkonium states.

1.2.3 Other effects on heavy quarkonium production

Suppression of heavy quarkonium production due to the dissociation in QGP is not

the only effect which is expected to modify the quarkonium production in heavy-ion colli-

sions. Moreover, some of these effects are expected to modify quarkonium production also

in e.g. d+Au collisions in which the QGP is not expected to be formed. This modifica-

tion of quarkonium production needs to be taken into account before any conclusions on

modification in heavy-ion collisions are drawn.

Recombination

Suppression of heavy quarkonium production in QGP due to the melting can be com-

pensated by the recombination of single thermalized heavy quarks. At sufficiently high

energy the recombination mechanism takes part and leads to J/ψ production enhance-
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ment. J/ψs produced from dissociated charm quarks are, in comparison to initially pro-

duced J/ψs from hard processes, distributed in the low-pT region. This is illustrated in

the Figure 1.22 which shows model [42] predictions of modification of J/ψ production in

Cu+Cu and Au+Au collisions. As shown, both effects, dissociation and recombination

are more intensive in Au+Au collisions where the energy density of the created medium

is higher. The evidence of recombination effect can be observed from comparison of mod-

Figure 1.22: Model predictions on modification of J/ψ production in Cu+Cu and

Au+Au collisions compared with STAR and PHENIX data [42].

ification of J/ψ production at RHIC and LHC. This is illustrated in Figure 1.23 which

shows J/ψ RAA measured at PHENIX and ALICE at forward rapidity. At LHC where

much higher energy of the collisions are reached the suppression of J/ψ as a function of

Npart is lower than at RHIC and does not depend very much on centrality [43]. This result

favors the scenario of more significant effect of recombination compared with melting at

LHC energies than at RHIC.

Leakage effect

One would expect that low-pT J/ψ are easy to be eaten by the medium created in the

collision. On the other hand, the high-pT J/ψ can escape the anomalous hot matter region

and thus are not object to dissociate anymore. Therefore, their production is expected to

be less suppressed. This is called the leakage effect [44].
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Figure 1.23: J/ψ RAA as a function of Npart at PHENIX and ALICE at forward

rapidity [43].

Cold-nuclear-matter (CNM) effects

As indicated above, to distinguish between effects of QGP and cold medium, CNM

effects need to be studied. Under the term CNM effects nuclear shadowing, Cronin effect

and nuclear absorption are often understood.

• Nuclear shadowing denotes modification of nuclear parton distribution functions

(nPDFs) relative to PDFs in a proton taking into account the fact that nucleus

cannot be simply considered as a superposition of nucleons, i.e. parton densities in

a nucleon bound in nucleus are different from those in a free nucleon. It is often

expressed as the ratio of nuclear parton distribution function (for each flavor i)

divided by the PDF in proton [45]:

RAi (x,Q2) =
fAi (x,Q2)

fnucleoni (x,Q2)
(1.10)

where x is the fraction of the momentum of the nucleon in nucleus carried by the

parton and Q2 is −q2 which denotes the transferred four-momenta of incident nu-

cleon [45].

An illustration of RA
i dependence on x for fixed Q2 can be seen in the Figure 1.24. At

x < 0.1 the value of RA
i is less than one while for 0.1 < x < 0.3 it is above 1. This is

called nuclear shadowing or antishadowing, respectively. These effects come from the

gluon fusion and recombination between different nucleons in a nucleus, which change

the distributions of gluon and quarks but not their total momentum. Consequently,

the loss of gluon momentum in the shadowing range should be compensated by the

momentum of new gluons at larger x (antishadowing) [45]. Since gluon fusion is

one of the dominant processes of heavy quark and antiquark pair QQ̄ production

the nuclear shadowing or gluon shadowing, is important effect in the quarkonium
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production and is expected to affect the quarkonium production in nuclear collisions

compared with p+p collisions.

Figure 1.24: An illustration of nuclear ratio RA
i dependence on momentum fraction

x [45].

• Cronin effect is often interpreted as ”transverse momentum kick” which partons

(quarks and gluons) acquire in multiple scatterings of partons from the proton off

partons from the nucleus in the initial state of the collision resulting in higher pT of

produced quarkonia in p+A (A+A) collisions relative to p+p collisions [46].

• Nuclear absorption refers to the dissociation of heavy quark-antiquark pairs before

they form quarkonium in the initial states of the collision [46]. As these prequarko-

nium states pass by and scatter on nucleons they can be absorbed by these nucleons.

Nuclear absorption is then expressed by the specific absorption cross section.

Interactions with comovers

In general the quarkonium (or prequarkonium state) can be dissociated through in-

teractions with the constituents of any medium present in the collision. In a comover

scenario the suppression of quarkonium states arises from scattering of quarkonia with

particles produced in collision travelling along with QQ̄ pair [47]. The comover suppres-

sion is stronger in more central collisions (higher density of comovers) and in asymmetric

collisions such as p+A in the direction of the nucleus. Due to its larger size the effect is

also more significant for ψ (2S) than J/ψ. Left panel of Figure 1.25 shows recent results

on RpPb of J/ψ and ψ (2S) at 5.02 TeV at LHC. A significant suppression of ψ (2S)

compared with J/ψ can be seen. This trend is seen also in PHENIX 200 GeV d+Au data

show in the right panel of Figure 1.25. Similar observations at lower energies were easily

explained by nuclear absorption. However, such explanation fails at higher energies. It

can be seen from Figure 1.25 that calculation [48] which includes interactions of quarkonia

with comoving particles describes the observed behavior well.
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Figure 1.25: Left: RpPb as a function of rapidity y for J/ψ and ψ (2S) at LHC.

The data are compared to model calculation (blue line for J/ψ and red for ψ (2S))

including comover interactions. Right: Calculated RdAu as a function of Ncoll for

J/ψ(blue line) and ψ (2S) (red line) compared with RHIC data. The suppression due

to the shadowing corrections (discontinuous line) is also shown [48].

Feed-down effects

The inclusive production of J/ψ mesons contains several cotributions. In addition to

the directly produced J/ψ there are also those coming from decays of heavier charmonium

states (ψ′, χc). The directly produced J/ψ and those from higher charmonium states are

called prompt J/ψ. Contributions to inclusive J/ψ from higher excited states account

for about 30% from χc and 10% from ψ′ in p+p collisions. There is also non-prompt

contribution to inclusive J/ψ production coming from the decays of beauty hadrons which

accounts for 10-25 % in p+p collisions [21]. Similarly, in the case of Υ 30% come from

χb(1P ) states, 10% from direct Υ′ states and 10% from χb(2P ) states [21]. Since higher

excited states are expected to dissociate in QGP easier (at lower temperature) than J/ψ

or Υ the production of ground states can be suppressed even if the system does not reach

their dissociation temperature.

1.2.4 Heavy quarkonium measurements in nuclear collisions at RHIC

At RHIC the heavy quarkonium studies focus on a variety of measurements of J/ψ

and Υ mesons in collisions of different nuclei such as Cu+Au, Au+Au and U+U. These

colliding systems allow to study the QGP effects and their dependence on the energy

density of the medium created in the evolution of the collision. To distinguish the effects

of cold nuclear matter from those caused by the hot plasma, heavy quarkonia have been

studied in d+Au and Cu+Au collisions.

Results from Au+Au collisions

Figure 1.26 shows the nuclear modification factor RAA as a function of number of

participating nucleons Npart in the collision of high-pT J/ψ together with low-pT data.

As can be seen, low-pT J/ψ are more suppressed than high-pT J/ψ over the whole Npart
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range. However, suppression of high-pT J/ψ in central collisions is also significant. These

results are consistent with model predictions [42] which include suppression of J/ψ pro-

duction due to the color screening and statistical regeneration as a secondary production

mechanism. Since regeneration is more significant at low-pT high-pT J/ψ can serve as a

cleaner probe of suppression effects of the hot medium.

Figure 1.26: J/ψ nuclear modification factor RAA in 200 GeV Au+Au collisions as

a function of number of participant nucleons Npart. Data are from STAR [49, 28] and

PHENIX [50] and compared to model calculations [42, 46].

To study the energy dependence of medium effects STAR has measured the dependence

of J/ψ nuclear modification factor RAA in Au+Au collisions at
√
sNN = 39, 62.4, 200 GeV.

Results can be seen in Figure 1.27 which shows Npart (left panel) and pT (right panel)

dependence of RAA. As can be seen, suppression is similar at all energies and is consistent

with theoretical calculations [46] indicating interplay between the suppression due to the

melting and regeneration.

Figure 1.27: J/ψ nuclear modification factor RAA in 39, 62.4, 200 GeV Au+Au

collisions as a function of number of participant nucleons Npart compared to model

calculations [46] (left panel) and as a function of pT (right panel).
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However, the recombination of J/ψ from thermalized charm quarks has not been unam-

biguously confirmed experimentally at RHIC. Azimuthal flow is found to be an appropriate

observable to further distinguish the coalescence of dissociated charm quarks from other

effects which modify J/ψ production. Directly produced J/ψ come from hard processes

which do not have initial collective motion. Thus they are expected to gain only a small

azimuthal anisotropy in non-central collisions which may come from azimuthally different

absorption due to the different path lengths in azimuth [51]. On the other hand, J/ψ

from recombination of thermalized charm quarks are expected to gain the flow of charm

quarks [51]. Both panels of Figure 1.28 show the elliptic flow v2 of J/ψ in Au+Au col-

lisions at STAR. In the left panel v2 is shown as a function of pT for different centrality

bins, the right panel shows J/ψ v2 for integrated centrality 0 - 80 % and compared to

charged hadrons, φ meson and model calculations. As can be seen, v2 is similar in all cen-

trality bins and for pT > 2 GeV/c consistent with zero. Results thus disfavor the scenario

that J/ψs with pT > 2 GeV/c are produced dominantly by coalescence from thermalized

(anti)charm quarks.

Figure 1.28: J/ψ elliptic flow v2 as a function of pT in 200 GeV Au+Au colli-

sions in different centrality bins (left panel) and for 0 - 80 % most central Au+Au

collisions(right panel) compared to charged hadrons and φ meson (upper panel) and

various model predictions (lower panel) [51].

Results from U+U collisions

Measurements of J/ψ in U+U collisions at
√
sNN = 193 GeV provide an opportunity

to prove the expected increase of the energy density of the medium up to above 20 %

compared with Au+Au collisions at 200 GeV (section 1.1.4). Increase of the energy
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Figure 1.29: Left: J/ψ RAA as a function of pT in minimum-bias U+U collisions at

mid-rapidity at
√
sNN = 193 GeV at STAR [52]. Right: Npart dependence of RAA in

Au+Au collisions at different energies, minimum bias U+U point included.

density can affect resulting RAA in several ways: on one hand, it can intensify the effect

of color screening on the other hand, higher energy density means higher probability of

J/ψ production via the coalescence of unbound cc̄ pairs. Results on modification of J/ψ

production in Au+Au collisions at various energies indicated possible interplay of melting

and recombination. Thus, the question is how the interplay evolves in the high energy

density reached in U+U collisions.

Figure 1.29 shows preliminary results on J/ψ nuclear modification factor in minimum-

bias and HT triggered U+U collisions at mid-rapidity at
√
sNN = 193 GeV at STAR. In

the left panel U+U data are compared to 200 GeV Au+Au RAA as a function of pT while

the right panel shows Npart dependence of RAA Au+Au collisions at different energies

with U+U point added. Data show that U+U and Au+Au results with similar Npart are

also similar. However, the hot matter effects are expected to be the most significant in

central collisions, therefore, study of Npart-dependence of J/ψ nuclear modification factor

is important.

PHENIX has measured Npart-dependence of J/ψ RAA in U+U and Au+Au collisions

at forward rapidity as shown in the panels of Figure 1.30. It is important to note how

the interpretation of results depends on the parametrization of the number of binary

collisions Nbin in U+U collisions. Nbin is calculated from Glauber model [53] using the

Woods-Saxon distribution for deformed nuclei [54]. Two sets of results were obtained using

different values of parameters in Woods-Saxon distribution : set 1 in the left panel [55]

and set 2 in the right panel [56]. It is also interesting to look at the centrality dependence

of RUU
AuAu which is defined as

RUU
AuAu =

dNUU/dy

dNUU/dy

(
NAuAu

bin

0.964×NUU
bin

)2

(1.11)

where the first fraction denotes the ratio of invariant yields in U+U and Au+Au collisions,

Nbin is the average value of binary collisions in a given collision system and centrality

class. The quadratic dependence of the Nbin ratio is based on the expected scaling of
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Figure 1.30: J/ψ nuclear modification factor RAA in U+U and Au+Au collisions as

a function of Npart at PHENIX [54]obtained using different parametrizations of Nbin:

set 1 in the left panel [55] and set 2 in the right panel [56] .

J/ψ cross section in the case of cc̄ coalescence, and, finally the factor of 0.964 is based on

the difference between the charm cross section in p+p collisions at
√
s = 200 GeV and√

s = 193 GeV. Resulting RUU
AuAu is shown in the Figure 1.31.

Moving back to Figure 1.30 and looking at both sets of Nbin the J/ψ production in

U+U collisions is found to be less suppressed than in Au+Au collisions in central collisions

that have a similar number of participants. These results are consistent with observation

from Figure 1.31 for set 1 of Nbin, however for Nbin from set 2 the results suggest that

in the 40–60% centrality range the suppression observed in U+U compared to Au+Au

due to the higher energy density is more important than recombination effect due to the

higher charm production.

Figure 1.31: Modification of J/ψ production in U+U collisions compared to Au+Au

collisions RUU
AuAu as a function of centrality in U+U and Au+Au collisions at PHENIX

[54].

Υ in Au+Au and U+U collisions at STAR

To obtain more information about the hot medium effects in heavy-ion collisions Υ was

studied at STAR in U+U and Au+Au collisions. Compared with J/ψ meson Υ is more

tightly bound state which is expected to be less affected by the effects of recombination
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and comover absorption [57]. Accordingly, it has been proposed as a cleaner probe of the

suppression in the hot medium. However, measurements of Υ at STAR are challenging

due to the low production rate and complicated triggering.

Figure 1.32 shows RAA of Υ(1S+2S+3S) states (left panel) and Υ(1S) state (right

panel) separately as a function of number of participating nucleons in the collision Npart

in 193 GeV U+U and 200 GeV Au+Au collisions at STAR, Au+Au collisions at PHENIX

and compares them with data from Pb+Pb collisions at CMS at 2.76 TeV. As can be seen,

for all three experiments Υ(1S+2S+3S) are more suppressed than Υ(1S) state as one would

expect from sequential melting of different quarkonium states. STAR and PHENIX data

show similar trend, i.e. no suppression in peripheral collisions and significant suppression

towards the most central collisions. Also CMS data show significant suppression even in

peripheral collisions which slightly depends on Npart. In the most central collisions, STAR

U+U data are consistent with CMS Pb+Pb results. The presented data indicate energy

density dependence of Υ suppression. Compared with J/ψ which show less suppression

at LHC than at RHIC Υ results do not indicate significant role of recombination as the

production process.

Figure 1.32: Modification of Υ(1S+2S+3S) states (left panel) and Υ(1S) state

(right panel) production in U+U collisions and Au+Au collisions RAA as a function

of number of participating nucleons Npart in U+U and Au+Au collisions at STAR

compared to PHENIX [58] and CMS [59] results.

Measurements of CNM effects

To distinguish the modification of quarkonium production due to the non-QGP effects

from the effects present only in the hot medium, J/ψ and Υ have been studied in d+Au

collisions at STAR.

Left panel of Figure 1.33 illustrates RdAu of J/ψ as a function of pT. Data from STAR

at |y| < 1.0 are shown together with PHENIX data |y| < 0.35 and model calculations.

These include nuclear shadowing or nuclear shadowing with J/ψ nuclear absorption as
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a free parameter (its upper limit was found to be 8.7 mb) [60]. J/ψ RdAu measured at

STAR is consistent with no suppression.

Right panel of Figure 1.33 shows RdAu of Υ(1S + 2S + 3S) states as a function of

rapidity y. Models of Υ production in cold-nuclear-matter which include nuclear shadow-

ing and initial-state partonic energy loss, are consistent with data. On the other hand,

the suppression observed at mid-rapidity |y| < 0.5 is beyond model calculations. Higher

statistics is needed to further investigate this deviation [61].

Figure 1.33: Left: RdAu of J/ψ as a function of pT [30]. Data from STAR at

|y| < 1.0 are shown together with PHENIX data |y| < 0.35 [58] and model calculations

including only nuclear shadowing (green line) [45] and nuclear shadowing with J/ψ

nuclear absorption (dotted line) [60]. Right: RdAu of Υ as a function of rapidity y [61].

The shaded band shows the prediction for RdAu from EPS09 nuclear shadowing

calculations and its uncertainty. The dashed curve shows suppression due to initial-

state parton energy loss and the dot-dashed curve shows the same model with EPS09

included [62].

Collisions of of Cu+Au nuclei can also help to understand and distinguish hot and cold

nuclear matter effects. Due to the asymmetry of this system Cu-going versus Au-going

production of J/ψ will contain different contributions from hot and CNM effects. The

comparison of modification of J/ψ production in d+Au, Cu+Au and Au+Au can provide

a new insight on the interplay of the contributions and determine if the hot and cold

nuclear matter effects are factorizable. PHENIX has measured J/ψ RAA as a function of

Npart in Cu+Au collisions at
√
sNN = 200 GeV. PHENIX results can be seen in the left

panel of Figure 1.34. In Au direction the energy density of the medium is expected to

be higher than in Cu direction (up to 20 %) due to the higher particle multiplicity. This

can turn into the stronger effect of J/ψ suppression but also recombination. Looking at

the data the modification of J/ψ production observed in backward rapidity (Au-going)

is similar to that observed in Au+Au collisions while in forward rapidity (Cu-going) it

shows stronger suppression [63].Results indicate that the melting in the hot matter is not

the only effect present in Au direction (in that case RAA would be lower in backward
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rapidity) and Au+Au collisions but mixture of different effects (melting, recombination,

CNM effects, ...).

It is also interesting to look at the forward-to-backward ratio of J/ψ yields shown in

the right panel of Figure 1.34. The data are shown together with theoretical calculation

which reflects the difference of the shadowing effects in forward and backward direction.

The data in are comparable in magnitude and of the same sign as the difference from the

shadowing effects [63].

These results shed new light on the interplay of hot and cold nuclear matter effects at

RHIC.

Figure 1.34: Left: Nuclear modification factor RAA as a function of number of par-

ticipat nucleons Npart. Data at forward rapidity (Cu-going) are shown as closed circles

and at backward rapidity (Au-going) as open circles. Au+Au data (red squares) are

also shown, averaged over forward and backward rapidities [63]. Right: Forward-to-

backward ratio of J/ψ yields in Cu+Au collisions. Theoretical calculation of shad-

owing effects is also shown [63].
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Chapter 2

The STAR experiment

The STAR (Solenoidal Tracker at RHIC) experiment [64] is a multi-purpose detector

dedicated to study the strongly interacting matter at high temperature and high energy

density. Its main purpose is detection, tracking and identification of charged particles at

mid-rapidity.

STAR is located at the Relativistic Heavy Ion Collider (RHIC) in Brookhaven National

Laboratory in New York, USA. The layout of the RHIC complex can be seen in the Figure

2.1. RHIC is able to collide ions of different masses and at different energies. Moreover,

RHIC is the only device in the world capable of colliding polarized protons. Until now

collisions of p+p, p+Au, p+Al, d+Au, h+Au, Cu+Cu, Cu+Au, Au+Au and U+U at

energies from 62.4 GeV to 500 GeV for protons and from 7.7 GeV to 200 GeV for heavy

ions have been performed at RHIC [65].

Figure 2.1: The layout of the RHIC complex [66].

As can be seen in the Figure 2.1 RHIC consists of a chain of particle accelerators.

Heavy ions start their journey in the Electron Beam Ion Source (EBIS) while protons

are supplied by Linac. Heavy ions as well as protons are then transferred to the Booster

synchrotron where they are accelerated to 37 % of the speed of light. Afterwards they get

even more energy in Alternating Gradient Synchrotron (AGS). As the ions exit AGS they
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are travelling at 99.7 % of the speed of light. Afterwards the relativistic beams of ions are

transferred through the AGS-to-RHIC (AtR) transfer line to one of two RHIC concentric

storage rings. There is a switching magnet at the end of AtR which sends the bunches

of ions either to blue or yellow ring. Beams are further accelerated in counter-rotating

rings and can be collided in six intersection points [67]. Currently, experiments STAR and

PHENIX [68] are located at two of these points.

The massive 1200 tons weighting STAR detector located at 6 o’clock of RHIC shares

its z-axis with the beam-line. It is cylindrical in shape and covers 2π in azimuth and two

units of rapidity around the mid-rapidity.

BEMC

MTD 

TOF

TPC

Magnet

VPD

EPD

Figure 2.2: The layout of the STAR detector. Picture by Alex Schmah.

STAR consists of various subsystems, schematically shown in the Figure 2.2. These

subsystems perform different tasks: they can be used for triggering, particle identification

or tracking. Following sections are dedicated to detectors important for the purpose of

the analysis of J/ψ presented in this thesis the Time Projection Chamber (TPC), the

Time of Flight (TOF) detector and the Barrel Electromagnetic Calorimeter (BEMC).

Other detectors important for open heavy flavor and heavy quarkonium studies are also

described, namely the Heavy Flavor Tracker (HFT) which sits inside the TPC and the

Muon Telescope Detector (MTD) located behind the STAR magnet.

The triggering system of the STAR detector which performs the primary selection of

the data from events is also presented.
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2.1 Time Projection Chamber

The heart of the STAR detector, the Time Projection Chamber (TPC), is the main

tracking device of STAR. It provides identification of charged particles according to their

specific ionization energy loss in the material.

The layout of the TPC can be seen in the Figure 2.3. It is cylindrical in shape and

surrounds the inner tracking system of the STAR detector located around the beam-pipe.

TPC is 4.2 m long and has an inner diameter of the drift volume 1 m and outer diameter

4 m [69]. It covers pseudorapidity |η| < 1.8 and full azimuthal angle.

Figure 2.3: The Time Projection Chamber [69].

TPC sits in a uniform electric and magnetic field. The electric field of ca. 135 V/cm

is generated by Central Membrane (cathode membrane) held at the voltage -28 kV and

grounded anode end caps. The 0.5 T magnetic field is generated by the solenoidal STAR

magnet [69].

TPC is filled with P10 gas (90% Argon, 10% Methane) operating at 2 mbar above the

atmospheric pressure. In the operating electric field of TPC the drift velocity in the P10

gas is stable and insensitive to small variations in temperature and pressure and this is

required.

TPC has anode read out system located on the end caps of the chamber consisting of

136 560 read-out modules based on Multi Wire Proportional Chambers technology [69].

Read-out pads are connected into pad rows and these are divided into 12 sectors. In each

sector there are 13 inner and 32 outer pad rows. The inner sectors, located in the area of

the highest track density, are equipped with smaller pads than the outer sectors to provide

necessary better resolution. Figure 2.4 shows the schematic drawing of one pad plane.
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Figure 2.4: The anode pad plane of the read out system of the TPC [69].

2.1.1 Particle identification using TPC

As the primary ionizing particle emerging from collision traverses the volume of the

TPC it ionizes the atoms of the gas. The electric field of the TPC causes that positive

ions travel to the Central Membrane while the (secondary) electrons drift with a constant

velocity ≈ 5.45 cm/µs [69] towards the end caps resulting in the drift time of / 40 µs.

Since TPC has anode read-out system the path of the primary particle is reconstructed

from the secondary electrons measured on pads on the end caps.

Magnetic field in which the TPC sits curves the trajectories of charged particles. Since

the momentum of the particle is proportional to the radius of its curvature, tracking of the

particles can determine their momenta. TPC enables to measure momenta over a range

of 100 MeV/c to 30 GeV/c [70]. The relative momentum resolution of TPC was found to

be ∼ 2% for the majority of the tracks [69]. It is improved as the number of hit points

along the track increases and as the momentum of particle decreases.

As the primary particles ionize the atoms of the gas they loose the energy which turns

out into the charge of secondary electrons collected in the TPC pads. The ionization

energy loss of particle per unit of length dE/dx in a given medium (TPC gas) can be

calculated for different particle species using the Bichsel functions [71] and compared with

measured values. The relative resolution of energy loss in TPC was established to be

7% [72]. Figure 2.5 shows the measured and calculated energy loss of charged particles in

the TPC as a function of the particle momentum. As can be seen from the figure, pions,

kaons and protons can be well separated in the low p region (for p < 1 GeV/c). However,

towards higher pT energy loss bands of different particles overlap. In general, using the

TPC, particles are identified over a momentum range from 100 MeV/c to ∼ 1 GeV/c. To

extend particle identification capabilities towards higher pT other detectors (e.g. TOF,

BEMC) are needed.
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Figure 2.5: The energy loss of charged particles as a function of their momentum

in 0-5% most central U+U collisions. Expected values for electrons e, pions π, kaons

K and protons p obtained from Bichsel functions [71] are shown as colored curves.

2.1.2 iTPC

TPC is absolutely key component of the STAR detector which has been running since

2001. One of the most important near-term (2015-2020) upgrades of STAR is the STAR

Inner Sector TPC Upgrade (iTPC). It will increase the segmentation on the inner pad

plane, renew the inner sector wires and improve the boundary between inner and outer

sectors. As a consequence, iTPC will provide better momentum and dE/dx resolution as

TPC in the present, e.g. kaons will be separated from protons at higher momenta and the

reconstruction efficiency for strange hadrons for pT < 1GeV/c will be increased by a factor

of magnitude. Figure 2.6 shows the study of reduced hadron contamination in electron

Figure 2.6: The study of reduced hadron contamination in electron selection us-

ing iTPC. dE/dx of electrons and hadron background, as a function of nσe for

0.4 < pT < 0.5 GeV/c. The blue Gaussian curve is the electron dE/dx while

the red dashed line is a fit to the measured hadron dE/dx tail. The solid red line is

the expected hadron contamination with the improved tracking of the iTPC [70].

selection using iTPC. What is also very important, iTPC will improve acceptance of
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pseudorapidity to 1.5 which will turn into the increase of the measured number of charged

particles and enhancement of the particle identification capabilities towards lower pT to

60 MeV/c. The broadened pseudorapidity coverage could also lead to new opportunities

for looking into new physics which has not been studied at STAR before [70].

2.2 Time of Flight Detector

The Time of Flight (TOF) detector extends the particle identification capabilities of

the TPC. Moreover, it is also very important triggering device of the STAR detector.

TOF is in the shape of cylindrical shell around the TPC (see Figure 2.2) and covers

the pseudorapidity |η| < 0.9 and full azimuthal angle.

Detector is based on Multi-gap Resistive Plate Chamber (MRPC) technology with

excellent timing resolution. The same technology was later used also for the MTD detector

and is briefly described in Section 1.5. TOF enables to measure the time of flight of the

particle. In fact, TOF measures the ”stop time” when the signal of the particle in any

TOF detection pad is detected. In order to obtain the time of flight the information from

STAR Vertex Position Detectors which measure the ”start time” of the collision is used.

Then, the time of flight is given as the difference between the stop time and start time.

The TOF identification capabilities are often expressed in the words of the average value

of the inverse velocity 1/β given as the ratio of the time of flight and the length s of

associated track from the TPC.

Using the information from TPC about momentum p of the particle and its 1/β, the

mass m of the particle can be calculated according to:

m =
p

c

√(
1

β

)2

− 1. (2.1)

In the left panel of Figure 2.7 the momentum dependence of the mass resolution based

on the TOF timing resolution 100 ps for protons, kaons, pions and deuterons is illus-

trated [73]. The right panel of Figure 2.7 shows measured 1/β as a function of particle

momentum for electrons, pions, kaons, protons and deuterons. The theoretical curves are

obtained using the particle masses [3] and Equation 2.1.

Together with the TPC the TOF can improve the identification of low momentum

particles. It is effective in separation of electrons from heavier hadrons at low momenta

to ∼ 1.4 GeV/c, pions and (anti)protons are identified for p up to 7-8 GeV/c, kaons to

∼ 3 GeV/c and electrons from 150 MeV/c to 4 GeV/c [74]. However, as can be seen

from the Figure 2.7 towards the intermediate momenta the capabilities of TOF are not

sufficient for particle identification – the mass bands and 1/β of different particle species

overlap. For this reason information from Barrel Electromagnetic Calorimeter has to be

used at higher momenta.
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Figure 2.7: Left: The momentum dependence of the mass resolution for the total

TOF resolution 100 ps for protons, kaons, pions and deuterons [73]. Right:1/β of

charged particles as a function of their momentum in 0-5% most central U+U colli-

sions. Calculated values for electrons e, pions π, kaons K, protons p and deuterons d

according to 2.1 are shown as colored curves.

2.3 Barrel Electromagnetic Calorimeter

The Barrel Electromagnetic Calorimeter (BEMC) measures energy of electromagnetic

showers produced by high momentum particles. It is also used as the so called high-tower

(HT) trigger.

BEMC is barrel of diameter ca. 4.4 m. It is located between the TOF detector and the

STAR magnet. It covers pseudorapidity |η| < 1 and full azimuthal angle φ. It consists of

120 calorimeter modules of the size ∆η×∆φ ' 1×0.1, each of each of which is segmented

into 40 towers, 2 in φ and 20 in η, with each tower being 0.05 in ∆φ by 0.05 in ∆η. The

schematic drawing of the BEMC module is illustrated in the Figure 2.8. Each module

consists of a lead-scintillator stack and Barrel Shower Maximum Detectors (BSMD) [75].

As high energy particles pass the layers of lead and scintillator. Lead plates are absorbers

in which the particles lose energy and as a result the electromagnetic showers develop.

while the role of the scintillator layers is to transform the energy of particles from shower

to energy of photons and to sample this energy.

Since BEMC has a total radiation length ∼ 20 X0 [75] electrons are expected to

deposit their whole energy in the calorimeter while hadrons do not. Therefore, for high

momentum electrons energy-to-momentum ratio E/pc (where E is energy deposited in the

BEMC towers and p is momentum from TPC) is ∼ 1 while for hadrons it is less than 1.

So, at high momentum the BEMC towers provide electron-hadron separation via E/pc.

The role of the BSMD is to provide spatial resolution of the position and the shape

of the shower. Therefore, they are located at the depth of 5 radiation lengths where the

electromagnetic showers are expected to be fully developed.
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Figure 2.8: Schematic drawing of the BEMC module [76].

2.4 Heavy Flavor Tracker

The Heavy Flavor Tracker (HFT) is a key upgrade for the current STAR physics

program fully installed in 2014. It significantly improves and extends capabilities of heavy

flavor production measurements at STAR by measuring of displaced vertices with excellent

pointing resolution. It provides the direct topological identification of open heavy flavor

hadrons and enables distinguish between charm and bottom contributions [77]. In J/ψ

analysis the role of HFT is in separating of contributions to the production from B-meson

feed-down using the displaced vertices.

HFT is the innermost detector of STAR. It is located around the beam-pipe in the

central part of the STAR detector. It consists of different subsystems: two layers of the

silicon pixel detector (PIXEL) which surround the beam pipe at the distance of 2.5 cm

and 7 cm respectively and the intermediate silicon tracker (IST) which consist of two

barrel layers with radii of 12 cm (IST1) and 17 cm (IST2)[77]. In order to connect tracks

from TPC to the HFT with good pointing resolution the STAR detector includes also

the Silicon Strip Detector (SSD) located between the HFT and TPC at the distance of

22 cm from the center of the detector. The schematic drawing of the Heavy Flavor Tracker

subsystems and its photograph can be seen in the Figure 2.9. The resolution of HFT’s

layers is also shown.

As mentioned earlier, HFT is an important upgrade of STAR for open heavy flavor

measurements. Figure 2.10 shows preliminary results on reconstructed D-meson invari-

ant mass spectrum in 2014 Au+Au collisions using HFT. With HFT the combinatorial
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Figure 2.9: The Heavy Flavor Tracker. Left: The photograph of the HFT [78].

Right: Subsystems of the HFT and their resolution [79].

background was reduced by 4 orders of magnitude. The very first preliminary results on

D0 RAA are shown in Figure 1.13. As can be seen, thanks to HFT improved precision

of high pT data has been achieved. Hence, HFT offers new possibilities for the STAR

experiment.

Figure 2.10: D0 reconstruction: Invariant mass spectrum of Kπ pairs from 2014

Au+Au collisions at
√
sNN = 200 GeV. For comparison the invariant mass spectrum

with and without using HFT is shown.

2.5 Muon Telescope Detector

The Muon Telescope Detector (MTD) is used for triggering and identification of muons

at mid-rapidity.

It is located behind the STAR magnet in the distance of ca. 400 cm from the beam pipe

(see Figure 2.2). The STAR magnet, used as an hadron absorber, provides background

shielding. Drawing of the MTD detector can be seen in the Figure 2.11. MTD covers 45%

of the azimuth angle and the pseudorapidity |η| < 0.5.

MTD modules, basic detection blocks of MTD, are based on the Multi-gap Resistive

Plate Chambers (MRPC) technology [81]. ”Body” of the MRPC module consists of 6
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Figure 2.11: The schematic drawing of the Muon Telescope Detector [80].

resistive glass plates resulting in a total of 5 gas gaps. Gas gaps are filled with a mixture

of 95% Freon and 5% Isobutane [81]. MTD MRPC module can be seen in the Figure 2.12.

However, Compared to the TOF modules the MTD MRPCs are larger and have double-

ended read-out strips for better resolution.

Charged particles traversing the volume of the MTD modules ionize molecules of the

gas and create electron avalanches which are then detected on the anode strips. The role

of the resistive glass plates is to absorb some electrons from avalanche to improve spatial

resolution of the modules.

Figure 2.12: Schematic drawing of the MTD MRPC module [81].

Muons do not participate in strong interactions and, therefore, are interesting probes of

the strongly-interacting quark-gluon plasma. The MTD enables detection of di-muon pairs

from QGP thermal radiation, quarkonia decays or light vector meson decays. It also allows

open heavy flavor measurements using semileptonic decays and electron-muon correlations.

Although some of these topics can be studied through electrons or photons, the use of

muons has significant advantages. Electrons have larger background from hadrons than

muons. Another advantage of muons is that unlike the electrons, they are not so affected

by bremsstrahlung radiation and thus can provide better mass resolution of vector mesons
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and quarkonia. This is especially important for Υ since good mass resolution and low

background allow to separate different Υ states [82].

Left panel of Figure 2.13 shows new preliminary results on J/ψ signal in Au+Au

collisions at
√
sNN = 200 GeV from Run 2014. reconstructed via the decay channel

J/ψ → µ−µ+ using MTD. Significant J/ψ peak at ∼ 3.1 GeV/c2 is observed. Left panel

of Figure 2.13 shows projection on signal shapes of Υ (1S, 2S and 3S) states measured by

MTD in Au+Au collisions.

Figure 2.13: Left: J/ψ signal reconstructed using MTD [83]. Right: Projection on

signal shapes of Υ (1S,2S and 3S) states measured by MTD in Au+Au collisions [84].

2.6 STAR Triggers

Triggering system of the STAR detector is a complicated system consisting of different

levels of logic. In this system the signals from the fast detectors (VPD, ZDC, BBC, TOF,

BEMC) are processed in bunch crossing rate 1 MHz [85] and decisions which events should

be recorded and whether to ”switch on” read-out of slow detectors (required primarily for

tracking and particle identification, e.g. TPC) are made.

Below some important functions of selected fast detectors of the STAR triggering

system are presented.

• The two lead-scintillator assemblies of Vertex Position Detectors (VPDs) [86]

are located very close to the beam pipe ca. 5.7 m from the intersection point.

Each assembly depicted in the right panel of Figure 2.14 consists of 19 detectors. A

schematic side view of the detector can be seen in the right panel of Figure 2.14. The

number and species of particles producing signal in the VPD depend strongly on the

collision system. In Au+Au collisiosns at 200 GeV the signal is produced by fotons

from π0 decays and charged pions. In the lowest energy Au+Au collisions at 7.7

GeV a VPD hit results from one or two spectator protons [86]. The time difference

between the signals of the East and the West VPD determines the primary vertex

position of the collision, the time average determines the start time of the collision

needed for TOF. In 200 GeV Au+Au collisions the start time resolution is few tens
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Figure 2.14: Left: A schematic view of the VPD assembly [86]. Right: A side view

of the VPD detector [86].

picoseconds and the resolution of the primary vertex is 1 cm. [86]. VPDs are used

as a primary minimum-bias (MB) trigger.

• The two Beam Beam Counters (BBCs) are located ca. 3.5 m from the intersection

point of the STAR detector. They consist of two layers of hexagonal scintillator

triplet blocks which surround the beam pipe. BBCs can determine the collisional

vertex position and centrality, however primarily they are are used to monitor beam

conditions.

• The two Zero Degree Calorimeters (ZDCs) are situated at 18.25 m from the

intersection point outside of the RHIC magnets as illustrated in Figure 2.15. Each

ZDC assembly consists of three modules. Each module consists of a series of tungsten

plates alternating with layers of wavelength shifting fibers that route Čerenkov light

to a photo-multiplier tube. By detecting the Čerenkov radiation the ZDCs measure

the number of spectator neutrons from collisions. They are used for triggering on

central collisions and for beam monitoring [87, 88].

Figure 2.15: Plan view of the collision region with the location of ZDC detectors

illustrated. Deflection of charged fragments and protons is indicated [87].

• The Time Of Flight detector is used to trigger on central collisions by requiring a

high occupancy of hits.
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• The Barrel Electromagnetic Calorimeter triggers on events with a large deposit

of energy in BEMC tower or tower cluster, corresponding to the production of a jet

or high pT particle (HT trigger).

• The Muon Telescope Detector triggers on events with µ − µ requiring at least

two hits on MTD. In coincidence with TOF MTD triggers on cosmic rays [81] and

in coincidence with VPDs and BEMC towers it triggers on minimum bias and e−µ
events [89].
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Chapter 3

Data analysis

U+U collisions are important tools for investigating hot-matter effects. It is expected

that the energy density reached in central U+U collisions is the highest achievable at

RHIC. Thus they provide unique conditions to study the interplay of effects of the hot

medium. Information about J/ψ production modification in central U+U data can help

to distinguish these different effects.

The current and following chapters describe the analysis of the author of the thesis.

The work was discussed in Heavy flavor physics working group at STAR. Approved results

were presented at international conferences listed in Appendix A.

This chapter focuses on the data analysis leading to the extraction of raw J/ψ signal

in 0-5% most central U+U collisions at the STAR experiment is described. J/ψ was

reconstructed via the electron-positron decay channel J/ψ → e+e− with branching

ratio B.R. = (5.971 ± 0.032) % [3]). The method of J/ψ signal extraction is described

as a sequence of different criteria applied on analyzed events, tracks and J/ψ daughter

electron (positron) candidates.

3.1 Data and triggers

In this analysis the data taken from U+U collisions recorded at RHIC at the center-

of-mass energy
√
sNN = 193 GeV in Run 12 in year 2012 were used. Since the aim of

the analysis was to study the J/ψ in central U+U collisions, only the events satisfying

the 0-5% centrality triggers, namely those labeled central-5 and central-5-protected, were

analyzed.

The labeling ”central-5” denotes the centrality class of events which are the subject to

selection. In general, the 0 - 5 % centrality triggers select the events by requiring a small

signal deposited in the ZDC detectors as well as a large multiplicity from the barrel TOF.

Attribute ”protected” means that there is an algorithm that looks at the past and

future history of information in the trigger detectors (BBC hits, ZDC energy, TOF hits)

to reduce (but not able to completely remove) additional occupancy in the TPC caused

by pile-up of other events in the 40 µs readout time. Pile-ups originate from the processes

when there is higher frequency of collisions than TPC read-out frequency. As a result,
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tracks from multiple events are read out at the same time and considered as single event.

The information that we deal with the multiple event can be obtained when multiple

vertices of seemingly single collision are reconstructed.

Using the central triggers ca. 115 M events were selected and these were used for further

studies. Figure 3.1 shows the multiplicity distribution of events used in this analysis.
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Figure 3.1: Multiplicity distribution of 0-5% most central events according to

TOF+ZDC central triggers.

3.2 Centrality determination

Since the overlap of the colliding nuclei cannot be measured directly the centrality

selection of the collisions is determined from a Monte Carlo Glauber simulation [53]. Each

collision is simulated as a function of nuclear overlap (centrality) to which a number of

nucleons participating in collisions Npart and a number of binary nucleon-nucleon collisions

Nbin and charged particle multiplicity are related. Results of such study in minimum-bias

U+U collisions can be seen in Table 3.1. In minimum-bias U+U collisions, the measured

particle multiplicities in the TPC are compared to the values from the Glauber model in

the second column of Table 3.1 and the centralities, Npart and Nbin of analyzed events are

determined.

However, in the analysis presented in this work, the central triggered 0 - 5 % most

central U+U collisions are selected by a different detector, i.e. ZDC+TOF, as opposed to

the minimum-bias data where the centrality is based on the measured particle multiplicity

in TPC. Consequently, the multiplicity distribution of central triggered U+U data shown

in Figure 3.1 does not fully match the distribution of multiplicity based 0 - 5 % most central

minimum-bias U+U collisions. There is a fraction of central triggered events which, based

on their multiplicity and the data in Table 3.1, belong to other centralities ( 5 - 10 %, 10

- 15 %, ...).

Therefore, analogous study of relation between centrality, measured particle multiplic-
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Centrality boundary Multiplicity Nbin Npart

5% > 535 1281.26 414.873

10% > 466 1010.97 355.421

15% > 399 798.527 300.918

20% > 339 628.011 253.662

25% > 283 490.596 212.842

30% > 233 379.861 177.481

35% > 189 290.308 146.781

40% > 151 217.353 119.633

45% > 118 160.027 96.3434

50% > 91 115.689 76.4301

55% > 68 81.7581 59.5496

60% > 50 56.9773 45.7347

65% > 35 38.3629 34.0142

70% > 24 25.0591 24.5462

75% > 16 16.2799 17.4621

80% > 10 10.2311 11.9753

Table 3.1: Centrality classes and corresponding multiplicity ranges, number of bi-

nary nucleon-nucleon collisions Nbin and number of participant nucleons Npart in

minimum-bias U+U collisions [90].

ity, Nbin and Npart in ZDC+TOF triggered data as for minimum-bias events is needed

for precise interpretation of results. Unfortunately, it has not been performed yet and its

realization is beyond the scope of this thesis.

Temporarily, Nbin in central triggered data was determined by weighting

Nbin ≈ N0−5 %
bin ω0−5 % +N5−10 %

bin ω5−10 % + ... (3.1)

where N i−j %
bin denotes the number of binary nucleon-nucleon collisions for centrality i -

j % according to Table 3.1 and ωi−j % gives the number of ZDC+TOF triggered events

in multiplicity based centrality bin i - j % from Table 3.1. Approximation of Npart was

derived in a similar way. The approach led to Nbin ≈ 1172 and Npart ≈ 390. Systematic

uncertainty of Nbin and Npart was taken as a difference between weighted values and the

values from Table 3.1.
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3.3 Event selection

In further analysis only those events for which the longitudinal distance (i.e. the

distance in the direction of the z-axis) between the z-coordinate of their primary vertex

reconstructed as an intersection point of the TPC tracks vZ
TPC and the center of the

detector (vZ
TPC) was lower than 30 cm were selected (shown in the left panel of Figure 3.2).

This requirement was used to ensure that the efficiency of reconstruction will not depend

on vZ. Thus, only collisions in the center of the detector were analyzed.

As described in Section 2.6 the primary vertex can be determined also by the VPDs

(vVPD
Z ). To remove the pile-ups only the events for which |vTPC

Z − vVPD
Z | < 3 cm (see

right panel of Figure 3.2) were analyzed. Applying the event cuts the number of analyzed

events was reduced to ∼ 56 M.
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Figure 3.2: Left: vZ
TPC distribution of analyzed events before the vTPC

Z cut. Dashed

lines denote the applied cut. Right: vTPC
Z −vVPD

Z distribution of analyzed events after

vTPCZ cut. Dashed lines denote the vTPC
Z − vVPD

Z cut.

3.4 Track selection

In the analyzed events J/ψ daughter electrons (positrons) were selected from the so-

called primary tracks.

In addition to global tracks which are obtained from fitting the hits in the TPC, the

primary tracks are reconstructed by refitting the hits in the TPC taking also the collision

vertex into account as a fit point. In other words we require the track to originate in (or

very close to) the primary vertex. This requirement comes from the very short lifetime of

J/ψ which is ≈ 7.10−20 s [3] so J/ψ is not expected to travel far from the primary vertex

before it decays into e.g. daughter electrons. Hence, the primary tracks are considered

to perform good description of J/ψ daughter electrons (positrons). All requirements on

primary tracks are summarized in Table 3.2 in Section 1.7.
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3.4.1 Track quality requirements

In this analysis the primary tracks were selected according to the following quality

requirements:

• The distance of the closest approach (DCA) of the track to the primary vertex of

the event had to be less than 3 cm.

• Particle trajectories are reconstructed by fitting the hits on the TPC pads. To ensure

good quality of reconstructed tracks the minimum number of reconstructed hits in

TPC was required to be 20.

• The ratio of fitted hits to all possible hits (maximum number of hit points) on the

TPC pads had to be larger than 0.51. This requirement was used to remove split

tracks (misidentified as different tracks) which decrease the considered ratio.

3.4.2 Kinematic requirements - pT cut

Following kinematic requirements on electron candidates were also used:

• Only tracks with pseudorapidity η < 1.0 were accepted. This requirement is based

on the acceptance of the TPC.

• We required the pT of the primary tracks to be above 0.2 GeV/c in order to reach

the outer radius of the TPC.

• In addition to the previously mentioned requirements on primary tracks only the

electrons (positrons) with transverse momenta above 1.0 GeV/c were accepted for

the analysis of J/ψ signal. For the analysis of photonic electrons described in Sec-

tion 4.1.2 this requirement was not used.

The pT cut was motivated by the shape of the pT distribution of J/ψ daughter

electrons (positrons) illustrated in the Figure 3.3 for Monte Carlo simulated events.

From the left panel of Figure 3.3 it can be seen that there is only a small fraction

of J/ψ decays into electrons (positrons) with pT below ∼ 0.8 GeV/c. Moreover,

this low-pT fraction is often ”hidden” in the bakground contribution of electrons

(positrons) originating from different processes than J/ψ decay. The exact value of

the pT cut > 1.0 GeV/c was chosen according to the J/ψ signal significance studies

using different pT cuts in the range (0.6 − 1.4) GeV/c. The chosen pT cut is also

shown on Monte Carlo simulated events J/ψ → e+e− in the right panel of Figure 3.3.

It illustrates the fraction of electrons (positrons) lost by the pT cut. In the overall

effect the pT cut greatly improves the significance of the signal.

3.5 Electron identification

From the primary tracks satisfying criteria described above J/ψ daughter electron

(positron) candidates were selected. The electron (positron) candidates had to fulfill cuts

on TPC, TOF and BEMC signal described in following sections.
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Figure 3.3: Left: Monte Carlo simulated pT distribution of electrons and positrons

from J/ψ decay integrated over J/ψ pT = (0− 10) GeV/c. Right: pT distribution of

electrons from J/ψ decay integrated over J/ψ pT = (0−10) GeV/c. The used pT cut

is shown as a red line.

3.5.1 TPC cut

TPC provides identification of charged particles according to their specific energy loss

dE/dx in the TPC gas. Figure 2.5 shows measured energy loss of different particle

species and their expected mean energy loss given by Bichsel functions [71]. The elec-

tron (positron) data sample was selected using only those tracks for which their dE/dx

fluctuates around the corresponding theoretical value dE/dxBichsel. This method of selec-

tion is connected with the variable nσe which gives dE/dx normalized to dE/dxBichsel for

electrons in the logarithm and scaled by the dE/dx resolution σdE/dx:

nσe = ln

(
dE/dx

dE/dxBichsel

)
/σdE/dx (3.2)

In the J/ψ analysis nσe was required to be in the range between −1.5 and 2.0. The

asymmetric cut was applied in order to decrease the contamination from pions at negative

nσe which can be seen in Figure 3.4. TPC nσe cut was required for all electron (positron)

candidates.

3.5.2 TOF cut

As can be seen in the Figure 2.5 areas of specific energy loss of electrons, pions and

protons overlap towards intermediate momenta and particle identification using only TPC

is not efficient anymore. Therefore, the TOF detector is used to distinguish different

particle species in this region. For low momenta particles 1/β measured by TOF is ∼ 1

for electrons while it is > 1 for hadrons. Towards higher momenta (p > 1.4 GeV/c) 1/β

of e, π, p,K, d approaches to 1 and it is not possible to select the electrons only with the

TOF detector. The information from BEMC has to be used.

In our analysis the TOF cut was applied as follows: if p < 1.4 GeV/c we required

electron candidates to have a valid TOF signal, i.e. we required TOFMatchFlag > 0 and

|ylocal| < 1.8 cm where ylocal is distance of the track projection and the center of TOF pad
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Figure 3.4: nσe of tracks satisfying primary track quality requirements, TOF and

BEMC cuts. Black dashed lines denote the nσe cut.

and 1/β to be in the range from 0.970 to 1.025.

For particles with momenta higher than 1.4 GeV/c TOF was used as veto. Particle

was accepted if it did not have the signal in TOF. On the other hand, if particle had a

good signal in TOF but 1/β was not in the required range it was not accepted.

Figure 3.5 shows 1/β of tracks which satisfy primary track quality requirements, TPC

and BEMC cut. The lines on the plot illustrate the TOF cut.
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Figure 3.5: 1/β of particles which satisfy TPC and BEMC cuts. Red dashed lines

on the plot illustrate the TOF cut.
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3.5.3 BEMC cut

To identify particles of momenta higher than 1.4GeV/c the BEMC is needed. BEMC

can distinguish between electrons and hadrons with higher momenta according to the

ratio pc/E (E is deposited energy in the BEMC tower, p is the momentum of the particle

required by TPC) which should be ∼ 1 for electrons and > 1 for hadrons. However,

different effects (leakage/gain of the energy to/from neighboring towers) modify this ratio.

Thus the electron candidates were required to deposit energy E > 0.15 GeV in the highest

energy BEMC tower and satisfy the criterion: 0.7 < pc/E < 2.0. The distribution of pc/E

of electron candidates satisfying track quality, TPC and TOF cuts is shown in Figure 3.6.
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Figure 3.6: pc/E of particles which satisfy track quality requirements, TPC and

TOF cuts. Dashed lines illustrate the BEMC cut.

3.6 Summary of selection criteria in J/ψ analysis in 0–5%

central U+U collisions

All the selection criteria on events, primary tracks and electron(positron) candidates

from J/ψ decays which were described in more detail in previous sections are summarized

in Table 3.2.

3.7 Raw J/ψ yield

J/ψ signal was reconstructed from the decay of J/ψ mesons into e−e+ pairs. To find the

J/ψ signal each electron candidate was combined with each positron candidate satisfying

electron cuts described in previous sections. The invariant mass of electron-positron pairs

was calculated according to the formula

Minv =
√

2p1p2(1− cos α) (3.3)
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Event cuts |vTPC
Z | < 30 cm

|vTPC
Z − vVPD

Z | < 3 cm

Track quality requirements |DCA| < 3 cm

nHitsFit > 19

nHitsFit
nPossibleHits

> 51

Kinematic requirements |η| < 1

pT > 0.2 GeV/c

(J/ψ signal extraction) pT > 1.0 GeV/c

Electron cuts −1.5 < n σe < 2.0

for p < 1.4 GeV/c: 0.970 < 1/β < 1.025

for p > 1.4 GeV/c: E > 0.15 GeV

0.7 < pc/E < 2.0

if TOFMatchFlag > 0 and |ylocal| < 1.8 cm:

0.970 < 1/β < 1.025

Table 3.2: Event, track and electron selection criteria in J/ψ analysis in 0–5% central

U+U collisions.

where p1 and p2 are momenta of electron(positron) candidates and α is the angle between

p1 and p2. We used cut on J/ψ rapidity: −1 < y < 1 to analyze the signal only at

mid-rapidity.

However, the created e−e+ pairs contain not only the pairs coming from J/ψ decay but

also randomly paired e−e+. These represent significant combinatorial background needed

to be subtracted. Two methods of combinatorial background estimation were used in this

analysis:

• Like-sign background - the like-sign pairs (e−e− and e+e+) were combined within

the same events and invariant mass of these pairs was calculated.

• Mixed event background - we combined electrons and positrons from different

events with similar event conditions which were multiplicity and primary vertex po-

sition. Events were divided into 10 multiplicity and 20 vZ bins. For each multiplicity

and vZ bin the combinatorial background was calculated combining each e+ from one

event with each e− from the other event always at least 10 events were mixed. Mixed

event background was then normalized to the like-sign background in the invariant

mass region (2.0, 3.6) GeV/c2 around J/ψ invariant mass peak. This method of

combinatorial background subtraction enables us to increase the statistics (decrease

the statistical error of the background) compared with like-sign method.

Both methods of combinatorial background subtraction were tested in studied J/ψ pT

bins. Figure 3.7 shows the invariant mass spectra of e−e+ unlike-sign pairs, mixed events

pairs and e−e−, e+e+ like-sign pairs used in the J/ψ signal studies in 0-5% most central

U+U collisions for J/ψ pT integrated. As can be seen, there is a visible peak in the region
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Figure 3.7: Left: The invariant mass spectra of e+e− unlike-sign pairs, mixed events

pairs and like-sign pairs in 0 - 5 % most central U+U collisions. Right: Zoom on the

region around J/ψ mass peak.

around J/ψ invariant mass.

Four panels of Figure 3.8 show the invariant mass spectra of e+e− pairs after like-sign

and mixed events background subtraction in different J/ψ pT bins. As can be seen, the

invariant mass spectra obtained from mixed events method are similar to the like-sign

subtracted spectra. However, compared with the like-sign subtracted spectra, they show

smaller fluctuations in the mass window outside the mass peak and, as already mentioned,

have smaller statistical errors.

Due to its advantages mentioned above only the mixed event background was used

for the description of the combinatorial background for the rest of the analysis. How-

ever, even after the subtraction of the combinatorial background the so called residual

background still remains. Therefore the invariant mass shape was fitted with the Crystal

ball function [91] to describe the signal shape and the linear function (in notation used

here with the constant term P0 and slope P1) to describe the residual background. Other

functions such as second and third degree polynomials and exponential function were also

used for residual background fitting (as illustrated in Figure 5.1). However, the best

agreement with data was achieved with the linear function. The Crystal ball function

is similar to a Gaussian function but it has a power-low tail which is used to describe

the asymmetry of the peak. This can be caused by the bremsstrahlung of J/ψ daughter

electrons (positrons) which are reconstructed with lower invariant mass. The Crystal ball

function can be expressed as [91]:

fCB(m) =


N√
2πσ

exp
(
− (m−m0)2

2σ2

)
, for m−m0

σ > −α;

N√
2πσ

(
n
|α|

)n
exp
(
− |α|22

)(
n
|α| − |α|−m−m0

σ

)−n
, for m−m0

σ ≤ −α.
(3.4)

N is the normalization constant, m0 is common mean (in this case J/ψ invariant mass),

σ is variance, α defines the transition between the Gaussian and the power-law functions

and n describes an exponent of the power law tail [91].

Figure 3.9 shows the J/ψ invariant mass peaks and fitting functions for three J/ψ pT

bins: 0 - 1 GeV/c, 1 - 3 GeV/c, 3 - 7 GeV/c and for J/ψ pT integrated in 0 - 5 %
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Figure 3.8: J/ψ signal after mixed events background (blue stars) and like-sign

background (red circles) subtraction for J/ψ pT 0 - 1 GeV/c, 1 - 3 GeV/c, 3 - 7 GeV/c

and for J/ψ pT 0 - 7 GeV/c integrated.

most central U+U collisions. While at lower transverse momenta clear J/ψ peak can

be observed for pT = 3 - 7 GeV/c the signal peak is small. In general, the data points

have large statistical errors, significant fluctuations of the residual are observed and this

affects the quality of the fit. The fitting of the peak serves mainly to estimate the residual

background.

Raw J/ψ yield was calculated by the bin counting in the invariant mass region (2.9-

3.2) GeV/c2 after subtracting the residual background obtained from the fit. This range

was used in order to include substantial part of the yield smeared towards lower invariant

mass.

Significance s of the J/ψ signal can be calculated as

s =
S√
S +B

=
S

σS
(3.5)

where S is the number of J/ψs in given invariant mass range, σS its error and B is the

background (combinatorial+residual) in the same region.

Table 3.3 shows an overview of J/ψ raw yields in different J/ψ pT bins and for J/ψ pT

integrated, its error and corresponding significance. J/ψ raw yield error was calculated as

the error of the bin counting combined with the integral error of residual background.
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Figure 3.9: J/ψ signal after combinatorial background subtraction for for J/ψ pT 0 -

1 GeV/c, 1 - 3 GeV/c, 3 - 7 GeV/c and for J/ψ pT 0 - 7 GeV/c integrated. Signal is

fitted with the Crystal Ball function, residual background with the linear function.

pT [GeV/c] Raw yield Error Significance

0–1 1660 370 4.5

1–3 2750 400 6.8

3–7 450 140 3.2

0–7 4790 560 8.6

Table 3.3: Raw yield, error of the raw yield and significance of the J/ψ signal for

different J/ψ pT bins.
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Chapter 4

Signal corrections

By setting the requirements on electron (positron) signal in TPC, TOF and BEMC

and the cut on J/ψ invariant mass window only a fraction of J/ψ produced in central

U+U collisions is reconstructed.

Therefore, to calculate the J/ψ invariant yield in central U+U collisions the correction

of J/ψ raw yield on the number of J/ψ which did not fulfill the different signal requirements

is needed.

In this chapter J/ψ signal corrections are described and quantified by corresponding

acceptance and efficiency factors.

4.1 J/ψ reconstruction efficiency

J/ψ reconstruction efficiency εreco quantifies the estimated fraction of J/ψ raw yield

reconstructed in this analysis out of the number of J/ψ produced in studied U+U collisions.

εreco can be expressed as function of J/ψ pT by the formula:

εreco(pT) = εfolded(pT)× εcount(pT) (4.1)

where given terms denote contributions to signal corrections: J/ψ folded reconstruction

efficiency εfolded and signal counting correction εcount which includes correction on the

number of J/ψ reconstructed outside the range of the J/ψ invariant mass cut and the

correction on bremsstrahlung of electrons (positrons).

J/ψ folded reconstruction efficiency can be further expressed as:

εfolded(pT) = εgeom × acc(pT)×
∑
p1,p2

εe−(p1)× εe+(p2)× ω(pT, p1, p2) (4.2)

where εgeom × acc is the J/ψ TPC tracking efficiency and geometrical acceptance, and εe−

(εe+) is the efficiency of J/ψ decay electron (positron) identification and ω(pT, p1, p2) is

the weighting factor. ω(pT, p1, p2) denotes the ratio of J/ψs with transverse momenta in

given pT bin with daughter electrons and positrons with momenta in bins p1 and p2 to all

of J/ψ. ω(pT, p1, p2) was estimated from the simulation which is described in following

section. It was not estimated from data since J/ψ were analyzed using the requirement
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pT > 1.0 GeV/c on daughter electrons (positrons) which was included in calculation of

εgeom × acc (it could not be counted twice).

All the contributions to J/ψ reconstruction efficiency mentioned above are described

in more detail in following sections.

4.1.1 TPC tracking efficiency and geometrical acceptance

TPC tracking efficiency and geometrical acceptance was determined from simulation.

Monte Carlo simulated J/ψ were embedded into real events and the interaction of daughter

electrons (positrons) with detector material was studied using the GEANT simulation.

Then the same TPC track quality and acceptance requirements were used on simulated

sample as on real tracks described in Section 1.4.

Since the embedding for J/ψ in central U+U collisions was not produced at the time

when this thesis was finalized, temporarily, the embedding for J/ψ in Run 11 0 - 5 %

most central Au+Au collisions at 200 GeV was used in the analysis. The corresponding

systematic uncertainty coming from using Au+Au embedding in U+U analysis is discussed

in Chapter 5.

In order to shorten the computing time, pT and rapidity spectra of simulated J/ψ were

produced as flat. To make the shape of these distributions more realistic the pT spectrum

was weighted by experimentally obtained function [31]

dN

dpT
=

A

(1 + (pT/b)2)n
. (4.3)

This shape was used for the description of J/ψ pT spectrum in 200 GeV p+p collisions at

PHENIX [31]. A is normalization factor, b and n are parameters from [31]. In addition,

J/ψ y spectrum was weighted with the analyzed J/ψ y distribution from real data. Fig-

ure 4.1 shows the comparison of flat input and weighted pT and y spectra. The weighted

spectra are normalized to the input spectra.

Figure 4.1: Left: Flat input and weighted simulated J/ψ pT spectra (left panel)

and y spectra. Weighted spectra are normalized to flat spectra.

As mentioned above the simulated electron (positron) daughters of the embedded J/ψ

that were accepted by the TPC geometry were reconstructed using the same track quality
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Figure 4.2: TPC tracking efficiency εgeom×acc as a function of J/ψ pT in different

rapidity bins before (left) and after (right) pT cut on daughter electrons.

requirements as the real data. TPC tracking efficiency and geometrical acceptance was

then calculated as the ratio of the number of reconstructed embedded J/ψ to the number

of Monte Carlo simulated J/ψ. Two panels of Figure 4.2 show the TPC tracking efficiency

as a function of J/ψ pT in different rapidity bins. To illustrate the effect of pT > 1 GeV/c

cut applied on daughter electrons (positrons) the left panel of Figure 4.2 shows εgeom×acc

before the pT cut applied while the right panel shows εgeom×acc with the pT cut included.

As can be seen pT cut systematically decreased εgeom×acc. The effect is the most significant

for J/ψ with pT ≈ 1− 3 GeV/c and −0.4 < y < 0.4.

4.1.2 Single electron identification efficiency

The efficiency of single electron identification covers detector cut efficiency − since

different cuts on TPC, TOF and BEMC signal were used only some fraction of electrons

was accepted − and matching efficiency − which represents probability that the track

leaves signal in the detector (TOF or BEMC).

Resulting efficiency of single electron identification εe includes all mentioned efficiencies

and can be expressed as

εe =


εTPCcut × εTOFcut × εTOFmatch

for p ≤ 1.4GeV/c;

εTPCcut × [εTOFcut × εTOFmatch + (1− εTOFmatch)]× εBEMCcut × εBEMCmatch

for p > 1.4GeV/c.

(4.4)

Since different selection criteria depending on momentum of electrons were used in

J/ψ signal extraction two formulas in Equation 4.4 according to which εe was calculated.

In order to calculate single electron identification efficiency from data we need to

select pure electron data sample without hadron contamination (in an ideal case). For this

purpose pairs of photonic electrons (which come from γ conversions, π0 and η decays) with

low invariant mass minv < 12.5 MeV/c2 are selected. The photonic electron candidates
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are required to satisfy all track quality and kinematic cuts (as summarized in Table 3.2).

Moreover, all electron identification cuts, i.e. TPC, TOF and BEMC cuts, are applied on

the first photonic electron candidate from the pair while the second one, not biased by the

studied detector, is used for efficiency studies. Overview of requirements put on studied

electron candidates is in Table 4.1. Since the probability that electron has a signal in TOF

and BEMC is correlated signal in TOF was required for the photo-candidate in BEMC

matching efficiency calculation.

TPC cut TOF cut TOF matching BEMC cut BEMC matching

TPC cut efficiency × X X X X

TOF cut efficiency X × X X X

TOF matching efficiency X × × X X

BEMC cut efficiency X X X × X

BEMC matching efficiency X × × × ×

Table 4.1: Overview of requirements applied on studied photonic electron candi-

dates.

In order to remove non-photonic contributions from the studied sample, the like-sign

background photonic electron pairs were subtracted from the unlike-sign pairs and the

photonic electrons from subtracted sample were studied. This is illustrated in Figure 4.3

where invariant mass spectrum of photonic electron candidates with momenta (0.4 −
0.6) GeV/c (from unlike-sign, like-sign and subtracted pairs) used for TPC cut efficiency

calculation are shown.
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TPC cut efficiency

TPC cut efficiency εTPCcut estimates the fraction of photonic electron candidates sat-

isfying the nσe cut used in the analysis, −1.5 < nσe < 2.0. The nσe distributions of

photonic electrons were fitted with Gaussian function in each momentum bin in the range

−2.0 < nσe < 3.0 (this range was chosen due to the residual contamination from other

particles, mostly pions). Left panel of Figure 4.4 shows the nσe distribution of electrons

in the momentum range (0.4− 0.6) GeV/c with Gaussian fit applied.
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Figure 4.4: Left: nσe distribution for photonic electrons with momenta (0.4 −
0.6) GeV/c. Right: TPC cut efficiency εTPCcut given as a function of photonic electron

momentum p.

The TPC cut efficiency was then calculated as the ratio of the area under the Gaussian

curve in the cut range −1.5 < nσe < 2.0 and the area under the Gaussian curve in its whole

range. Resulting TPC cut efficiency given as a function of photonic electron momentum

can be seen in the right panel of Figure 4.4. To remove the y-dependence of TPC cut

efficiency, TPC cut efficiency was weighted by the rapidity distribution of J/ψ in studied

momentum bins and so included in further calculations.

TOF cut efficiency

The TOF cut efficiency was calculated as the ratio of the number of photonic electron

candidates satisfying 1/β cut used in the analysis, 0.970 < 1/β < 1.025, to the number

of photonic electron candidates satisfying wider cut, 0.93 < 1/β < 1.07, which should be

wide enough to cover all the electron candidates.

Left panel of Figure 4.5 shows 1/β distribution of photonic electron candidates in

momentum bin (0.4− 0.6) GeV/c. Resulting TOF cut efficiency as a function of electron

momentum is shown in the right panel of Figure 4.5. As can be seen, the TOF cut efficiency

shows constant trend as a function of momentum and is almost 99% what indicates that

the 1/β cut used in the analysis is wide enough to cover practically all electrons (positrons).
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Figure 4.5: Left: 1/β of photonic electron candidates with momenta (0.4 −
0.6) GeV/c. Right: TOF cut efficiency εTOFcut as a function of photonic electron

momentum p.

TOF matching efficiency

TOF matching efficiency was calculated as the ratio of the number of photonic electron

candidates with valid TOF signal (defined in Section 1.5.2) to all photonic electron can-

didates. The Figure 4.6 shows resulting TOF matching efficiency as a function of electron

momentum.
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Figure 4.6: TOF matching efficiency εTOFmatch as a function of photonic electron

momentum p.

BEMC cut efficiency

The BEMC cut efficiency was calculated as the ratio of photonic electrons candidates

satisfying the BEMC cut 0.7 < pc/E < 2.0 (in terms of E/pc: 0.5 < E/pc . 1.43) to

those with pc/E in the wider range,0.0 < pc/E < 5.0, which should be wide enough to
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cover all photonic electron candidates.

Left panel of Figure 4.7 shows E/pc of photonic electron candidates in one momentum

bin (1.8 < p < 2.0 GeV/c). Unlike-sign photonic electron candidates, like-sign background

and subtracted data sample are shown. Resulting BEMC cut efficiency as a function of

electron momentum is in the right panel of Figure 4.7.
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Figure 4.7: Left: pc/E distribution of photonic electron candidates in the momentum

bin 1.8 < p < 2.0 GeV/c. Right: BEMC cut efficiency εBEMCcut as a function of

electron momentum p.

BEMC matching efficiency

Similarly to the TOF matching efficiency, the BEMC matching efficiency was calculated

as the ratio of the number of photonic electron candidates with valid BEMC signal and

all photonic electron candidates. Here the valid BEMC signal means that there is a hit

recorded in the BEMC tower to which the track from TPC projects. Figure 4.8 shows

resulting BEMC matching efficiency as a function of photonic electron momentum.

Resulting single electron identification efficiency

Figure 4.9 shows the resulting single electron identification efficiency as a function of

momentum calculated using 4.4. The efficiency observed in the first p bin is systematically

lower than in other momentum bins, this applies not only for the single electron identifi-

cation efficiency but also for track and matching efficiencies described above. The effect is

most significant for TOF matching efficiency. It is expected that this decrease in efficiency

is caused by very slow particles. It takes them a long time to reach the detector or they do

not even reach the detector. Thus their reconstruction efficiency is lower. Figure 4.9 also

shows step around p = 1.4 GeV/c which is caused by the change of the selection criteria

on electron candidates.
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Figure 4.8: BEMC matching efficiency εBEMCmatch as a function of photonic elec-

tron momentum p.
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Figure 4.9: Resulting single electron identification efficiency εe as a function of

electron momentum p.

4.1.3 Resulting folded J/ψ reconstruction efficiency

Resulting folded J/ψ reconstruction efficiency εfolded was caculated according to Equa-

tion 4.2. Weighting factor, TPC tracking efficiency and geometrical acceptance εgeomxacc

and single electron identification efficiency needed for εfolded extraction have been described

in previous sections. Resulting folded J/ψ reconstruction efficiency can be seen in Figure

4.10.
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Figure 4.10: Folded J/ψ reconstruction efficiency in three studied transverse mo-

mentum bins pT.

4.2 Signal counting correction

J/ψ signal was calculated by the bin-counting method in the region of electron-positron

invariant mass (2.9, 3.2) GeV/c2. However, due to the detector effects not all of J/ψ are

reconstructed in this invariant mass range. The signal counting correction was estimated

from the embedding where the simulated J/ψ invariant mass spectra were scaled to the

signal peak of the measured spectra as can be seen in Figure 4.11 and the fraction of J/ψ

with invariant mass outside the range (2.9, 3.2) GeV/c2 was calculated. This fraction was

then estimated to be ∼ 10% and increases towards higher pT.
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Figure 4.11: J/ψ invariant mass spectrum from data compared to simulation for

J/ψ pT integrated.

To improve the agreement between the data and the simulation, the correction to

the simulated spectra was performed by smearing the momentum resolution of daughter
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electrons (positrons). The momentum resolution is defined as

δpT =
pMC

T − precoT

pMC
T

(4.5)

where pMC
T denotes simulated and precoT reconstructed transverse momentum of J/ψ daugh-

ter electrons. Left panel of Figure 4.12 shows δpT as a function of pT for electrons and

positrons from J/ψ decay obtained from simulation. Influence of detector effects can be

seen from higher occupancy of electrons in the area of δpT > 0 than on the other side

denoting lower reconstructed transverse momentum than simulated. Values of δpT are

distributed around the mean value ∼ 0.01-0.02 which is illustrated is in the right panel of

Figure 4.12 for pT = 1-2 GeV/c. As already indicated, for better agreement between the

simulated di-electron invariant mass spectrum and the one from data, additional Gaus-

sian smearing of electron transverse momentum with mean δpT = 0 and width A . pT was

applied to the momentum resolution. Parameter A was determined from the best value

of χ2/ndf for invariant mass shape data vs. embedding in the range 2.9− 3.2 GeV/c2. A

was varied in the range 0.00 - 0.01 and the best χ2/ndf ∼ 1.21 for J/ψ pT integrated was

achieved for A = 0.78%. This value of A was used for all J/ψ pT bins.
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Figure 4.12: Left: Transverse momentum resolution of electrons δpT as a function

of pT from simulated data. Right: δpT for pT = 1-2 GeV/c. Gaussian fit is shown.

4.3 Overall J/ψ reconstruction efficiency

Resulting J/ψ reconstruction efficiency εreco was calculated using the formula 4.1 and

using the calculated efficiency factors from previous sections. εreco as a function of J/ψ pT

is shown in the Figure 4.13. As can be seen the overall reconstruction efficiency is on the

level of 10 %.
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Figure 4.13: Resulting J/ψ reconstruction efficiency in three bins of J/ψ pT.
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Chapter 5

Systematic uncertainties

In this chapter the main sources of systematic uncertainties in J/ψ analysis in central

U+U data are described. Systematic uncertainties of J/ψ invariant yield coming from the

extraction of J/ψ raw yield, simulation and efficiency calculation are evaluated.

Since no J/ψ embedding for central U+U collisions has been ready at the time of

finishing this thesis, the embedding data from 2011 Au+Au collisions at the centrality

class 0 - 5 % were used in this analysis. Results presented here are thus not final and give

the first estimate (upper limit) of systematic uncertainties. In the nearest future they will

be calculated using U+U embedding data.

5.1 Yield extraction

The J/ψ raw yield was obtained by the bin counting method. First, the combinatorial

background was subtracted from the electron-positron invariant mass spectrum. Then,

the invariant mass distribution was fitted with the Crystal-Ball function to describe the

signal shape and with the linear function to describe the residual background in the range

2.0 - 3.6 GeV/c2. The uncertainties associated with this method of signal extraction are

described below.

Range of bin-counting

One of the contributions to the uncertainty of the yield comes from the choice of the

range in which J/ψ signal was counted. The J/ψ raw yield was obtained by counting

the number of entries in the electron-positron mass spectrum in the range 2.9 < minv <

3.2 GeV/c2 after the combinatorial and residual background subtraction. The number

of counts was corrected using the fraction of J/ψ outside of this mass range which was

determined using the smeared signal shape from simulation.

In order to estimate uncertainty from the range of the bin counting J/ψ raw yield was

counted in larger mass window, 2.7 < minv < 3.3 GeV/c2. Afterwards it was corrected the

same way as in the case of smaller range discussed in more detail in Section 4.2 and the

difference in the yields was accounted as a systematic uncertainty. It varies in the range

2.8 - 8.1 % depending on pT.
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Residual background fitting

Linear function was used to describe the residual background in the invariant mass

window 2.0 < minv < 3.6 GeV/c2. To calculate the corresponding uncertainty other

functions were used for the residual background description such as second and third

degree polynomials and exponential function. The range of the fit was also varied (2.0 <

minv < 3.6 GeV/c2, 2.0 < minv < 5.0 GeV/c2, 2.6 < minv < 3.6 GeV/c2). Different

descriptions of residual background are illustrated in Figure 5.1. It shows the fit of J/ψ

mass peak using the Crystal Ball function combined with the listed functions used to

describe the residual background. Change of the fitting functions and range caused the

difference of the J/ψ yield of 9.4 - 18.1 % depending on pT which was taken as the

systematic uncertainty.
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Figure 5.1: Different functions used for the description of the residual background:

linear function, second and third degree polynomials and exponential function.

5.2 TPC tracking efficiency and geometrical acceptance

The geometrical tracking efficiency and acceptance was determined by embedding

Monte Carlo J/ψ into real data events. J/ψ then decay into daughter electrons and their

interaction with the detector material and their acceptance in the detector was studied

resulting in the determination of the TPC tracking efficiency and geometrical acceptance

(discussed in Section 4.1.1).

The systematic uncertainty connected with TPC tracking efficiency and acceptance

was estimated from comparing the distributions of number of fitted hits in TPC from

simulation and data. As the data the sample of photonic electrons not affected by the

requirement on number of fitted hits was used. The method of systematic uncertainty
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extraction was described in [92]. First, both distributions were scaled to unity as can be

seen in Figure 5.2 showing the scaled distributions of fitted hits for simulation and data for

momentum 4 - 6 GeV/c. . The fraction of photonic electrons satisfying the requirement on

the number of fitted hits (nHitsFit > 19) was calculated. Similar fraction was calculated

for the embedded data and the ratio of these two fractions was estimated as the relative

uncertainty of the number of fitted hits (in each momentum bin). This uncertainty then

propagated to the uncertainty of electron identification and, finally, J/ψ yield and was

estimated to be 8.3 - 9.1 % depending on the pT of J/ψ.
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Figure 5.2: The distribution of the number of fitted hits obtained from photonic

electrons and from embedding scaled to the unity for momenta p = 0.4 - 0.6 GeV/c.

5.3 Electron identification efficiency

The single electron identification efficiency consists of TPC cut efficiency, TOF and

BEMC cut and matching efficiencies as described in Chapter 4. The systematic uncer-

tainties of these different contributions are described below.

5.3.1 TPC cut efficiency

The TPC cut efficiency calculation was based on the Gaussian fitting of nσe distri-

butions of photonic electron candidates and determining the ratio of the area under the

fit curve in the range of the TPC cut and the area under the whole electron Gaussian as

described in Section 4.1.2.

Fitting procedure - range

Constraints on the range of the Gaussian fit of nσe distributions were varied to deter-

mine the effect on the fitting. The TPC cut efficiency was calculated using different ranges

of fitting, −3.0 < nσe < 2.0, −3.5 < nσe < 2.5, −2.5 < nσe < 2.0 and −4.0 < nσe < 2.5.
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The difference between the highest and lowest values of efficiency was taken as the sys-

tematic uncertainty. This accounted for 1.5 - 2.6 %.

Mean and width of the electron Gaussian

Mean and width of the nσe distributions of photonic electron candidates, see Figure 5.3,

are expected to show no momentum dependence. However, due to some calibration effects

or remaining hadron contamination under the electron Gaussian there are some contribu-

tions to non-constant trend. These effects are more visible in the dependence of Gaussian

mean in Figure 5.3.

To take these effects into account, the mean and width of the electron Gaussian were

fitted with the constant function in the range 0.2 < p < 6.0 GeV/c and constant parame-

ters of these fits were used to calculate the TPC cut efficiency. Change of the final yield of

J/ψ using the TPC cut efficiency calculated and the TPC cut efficiency calculated using

the constant fit described here was estimated to be 1.4 - 1.9 %, and this was accounted as

the systematic uncertainty.
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Figure 5.3: Mean and width of the nσe distributions of photonic electron candidates

as a function of photonic electron momentum.

5.3.2 TOF efficiency

TOF cut and matching efficiencies were calculated by comparing the number of pho-

tonic electron candidates which satisfied the TOF cut and matching requirements to all

of those studied as presented in Section 4.1.2.

TOF matching efficiency

To estimate the systematic uncertainty of the electron TOF matching efficiency, the

hadron TOF matching efficiency was calculated. Its momentum dependence was scaled to

the calculated electron matching efficiency and the difference between the results of these
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Figure 5.4: TOF matching efficiency for electrons and hadrons as a function of

momentum.

two calculations was taken as the systematic uncertainty (1.1 - 1.4 %). Figure 5.4 shows

the comparison of TOF matching efficiency obtained from electrons and scaled hadrons.

This method of TOF matching efficiency calculation was motivated by work [93]. As can

be seen the momentum dependence for electrons shows different trend compared with

hadrons and will be object for further studies.

TOF cut efficiency

As in[93, 92] the systematic uncertainty of TOF cut efficiency was estimated by using

the Gaussian fit of the electron 1/β distributions. Gaussian fit was used for 1/β fitting.

The area under the Gaussian fit in the TOF cut range 0.970 < 1/β < 1.025 was calculated

as well as the area under Gaussian fit in the range 0.93 < 1/β < 1.07. The TOF cut effi-

ciency was then calculated as the ratio of these two areas. 1/β distribution with Gaussian

fit applied is illustrated in the left panel of Figure 5.5. The TOF cut efficiency extracted

from data was compared to that obtained from the Gaussian fit. This can be seen in the

right panel of Figure 5.5 showing the εTOFcut as a function of momentum extracted from

bin counting and from fitting. The difference between them caused the difference in the

final yield of 1.1 - 1.4 % which was taken as the systematic uncertainty.

5.3.3 BEMC efficiency

BEMC cut and matching efficiencies were calculated in a similar way as the TOF effi-

ciencies as described in Section 4.1.2. Below the calculations of corresponding systematic

uncertainties are described.

75



 / ndf 2χ  1.373e+05 / 78

Prob       0

Constant  3.033e+02± 4.055e+05 
Mean      0.0±     1 
Sigma     0.000004± 0.008015 

β1/
0.90 0.92 0.94 0.96 0.98 1.00 1.02 1.04 1.06 1.08 1.10

co
un

ts

10

210

310

410

510

 / ndf 2χ  1.373e+05 / 78

Prob       0

Constant  3.033e+02± 4.055e+05 
Mean      0.0±     1 
Sigma     0.000004± 0.008015 

photo-electrons
Gaussian fit

c = (0.2 - 0.4) GeV/p
 / ndf 2χ  4.783e+04 / 78

Prob       0

Constant  2.231e+02± 2.031e+05 
Mean      0.0000± 0.9985 
Sigma     0.000006± 0.007446 

β1/
0.90 0.92 0.94 0.96 0.98 1.00 1.02 1.04 1.06 1.08 1.10

co
un

ts

210

310

410

510

 / ndf 2χ  4.783e+04 / 78

Prob       0

Constant  2.231e+02± 2.031e+05 
Mean      0.0000± 0.9985 
Sigma     0.000006± 0.007446 

photo-electrons
Gaussian fit

c = (0.4 - 0.6) GeV/p

 / ndf 2χ  1.903e+04 / 78

Prob       0

Constant  1.442e+02± 8.549e+04 
Mean      0.0000± 0.9981 
Sigma     0.000008± 0.007361 

β1/
0.90 0.92 0.94 0.96 0.98 1.00 1.02 1.04 1.06 1.08 1.10

co
un

ts

10

210

310

410

510

 / ndf 2χ  1.903e+04 / 78

Prob       0

Constant  1.442e+02± 8.549e+04 
Mean      0.0000± 0.9981 
Sigma     0.000008± 0.007361 

photo-electrons
Gaussian fit

c = (0.6 - 0.8) GeV/p
 / ndf 2χ   8946 / 78

Prob       0

Constant  9.628e+01± 3.767e+04 
Mean      0.000± 0.998 
Sigma     0.00001± 0.00729 

β1/
0.90 0.92 0.94 0.96 0.98 1.00 1.02 1.04 1.06 1.08 1.10

co
un

ts

1

10

210

310

410

 / ndf 2χ   8946 / 78

Prob       0

Constant  9.628e+01± 3.767e+04 
Mean      0.000± 0.998 
Sigma     0.00001± 0.00729 

photo-electrons
Gaussian fit

c = (0.8 - 1.0) GeV/p

]c [GeV/p
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0

T
O

F
cu

t
∈

0.90

0.95

1.00

1.05

1.10

data
fit

Figure 5.5: Left: 1/β of photonic electron candidates with momenta 0.4 - 0.6 GeV/c

fitted with the Gaussian function. Right: TOF cut efficiency εTOFcut as a function

of photonic electron momentum p extracted from data and Gaussian fit.

BEMC matching efficiency

The systematic error of BEMC matching efficiency was obtained from comparing the

results from data and from simulation. This is illustrated in the Figure 5.6. As can

be seen, results from simulation underestimate results obtained from the data analysis.

The difference between simulated BEMC matching efficiency and the matching efficiency

extracted from data which is 2.9 - 3.9 % was taken as the systematic uncertainty.
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Figure 5.6: BEMC matching efficiency extracted from data and from simulation as

a function of electron momentum.

BEMC cut efficiency

Similarly to BEMC matching efficiency, BEMC cut efficiency was extracted from data.

To estimate the corresponding systematic error it was compared to the BEMC cut effi-
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ciency obtained from simulated data. Figure 5.7 shows the pc/E of photonic electrons

compared to simulated data from embedding. As can be seen there is a good agreement

between the data and the simulation. The resulting BEMC cut efficiency for real and em-

bedded data can be seen in the right panel of Figure 5.7. The difference between εBEMCcut

for data and simulation resulted in the systematic uncertainty of the J/ψ yield 2.2 - 4.1 %

depending on pT.
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Figure 5.7: Left: pc/E distribution of real and simulated data for electron momen-

tum 1.8 - 2.0 GeV/c. Right: BEMC cut efficiency extracted from data and from

simulation as a function of electron momentum.

5.4 Efficiency

Usually, the contributions of single electron identification efficiency are extracted from

simulation or estimated as the average between the simulation and data. This method

of efficiency calculation enables to reduce statistical fluctuations observed in real data

and thus decrease the statistical error of the final results. In the analysis presented in

this thesis, the contributions of single electron identification efficiency were, however,

calculated from data, since there were no simulated data for U+U collisions available at

the time when this analysis was being performed. The closest possible simulated data

for Au+Au from year 2011 were temporarily used instead of U+U. However, they are

different collision system, do not reach as high multiplicities as central triggered U+U and

also there could have been some differences in the experimental setup. Hence, a decision

was made to temporarily favor the data in the efficiency studies.

As a consequence the obtained results are significantly affected by large statistical un-

certainties of efficiency contributions. These are summarized in the in the overall efficiency

uncertainty. It was calculated from statistical uncertainties of the electron (positron) iden-

tification efficiencies and J/ψ tracking efficiency shown in Chapter 4. These were com-

bined and resulted in the most significant contribution of systematic uncertainty of the

yield which varied from 5.9 to 34.8%.
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5.5 Resulting systematic uncertainty

The different contributions to resulting systematic uncertainty of J/ψ in 0-5% central

U+U collisions as a function of J/ψ transverse momentum are summarized in Table 5.1. As

in [93], for the calculation of the total systematic uncertainty all were added in quadratures.

Since some of listed contributions are correlated, the resulting systematic uncertainty gives

the upper limit of the uncertainty.

J/ψ pT [GeV/c] 0-1 1-3 3-7

Yield extraction

Range of bin counting 6.6% 2.8% 8.1%

Residual background fitting 18.1% 17.1% 9.4%

TPC tracking efficiency and acceptance 9.1% 8.4% 8.3%

Electron identification efficiency

TPC cut efficiency (range of fit) 1.5% 1.9% 2.6%

TPC cut efficiency (mean and width) 1.4% 1.8% 1.9%

TOF matching efficiency 1.1% 1.3% 1.4%

TOF cut efficiency 2.1% 2.4% 2.5%

BEMC matching efficiency 3.0% 2.9% 3.9%

BEMC cut efficiency 2.2% 2.6% 4.1%

Efficiency (statistical uncertainty) 5.9% 22.8% 34.8%

Overall uncertainty 22.6% 30.3% 38.4%

Table 5.1: Overview of different sources of systematic uncertainties for different pT

bins. These sources are described in more detail in text. Overall uncertainty includes

all uncertainties stated above added in quadratures.
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Chapter 6

Results

In this chapter the main results of the analysis of J/ψ in 0 - 5 % central U+U col-

lisions at
√
sNN = 193 GeV are presented, particularly J/ψ invariant yield and nuclear

modification factor.

6.1 Invariant yield

To obtain the invariant yield of J/ψ in 0 - 5 % central U+U collisions the J/ψ raw

yield was corrected on the total reconstruction efficiency (Chapter 4) and normalized to

the phase space and the number of events analyzed. The invariant J/ψ pT spectrum is

defined as

B
d2N

dφpTdpTdy
=

1

2πpT∆pT∆y

NJ/ψ

εtotal

1

Nev
(6.1)

where B denotes the branching ratio J/ψ → e+e−, pT is the the mean transverse mo-

mentum in a bin of width ∆pT and the rapidity interval is ∆y = 2 for |y| < 1. NJ/ψ is

the J/ψ raw yield in a given pT bin (Chapter 3), εtotal is the total J/ψ reconstruction

efficiency discussed in Section 4.3 and Nev is the number of events analyzed satisfying the

event cuts (ca. 56 M). Figure 6.1 shows the resulting J/ψ invariant yield as a function of

the weighted average of pT in given bin. Statistical and systematic uncertainties are also

depicted. The yield decreases towards higher pT and for the highest pT the decrease is the

most significant.

6.2 Nuclear modification factor

Nuclear modification factor of J/ψ as a function of pT was calculated according to

RAA(pT, y) =
1

< Nbin > 0.964/σpp
inel

d2NAA/dpTdy

d2σpp/dpTdy
(6.2)

where d2NAA/dpTdy denotes J/ψ invariant yield in U+U collisions defined above, <

Nbin > is the average number of binary nucleon-nucleon collisions in 0–5% central U+U

collisions (see Chapter 4). σpp
inel is p+p inelastic cross section and U+U collisions 193 GeV

and d2σpp/dpTdy is the invariant cross section of J/ψ production in p+p collisions. The
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Figure 6.1: J/ψ invariant yield in 0 - 5 % most central U+U collisions according to

TOF+ZDC triggers as a function of transverse momentum pT. Shaded band shows

systematic uncertainty of the yield.

scaling factor 0.964 was included to account for the difference between the charm cross

section in p+p collisions at 200 GeV and 193 GeV.

Since STAR lacks J/ψ low-pT data in p+p collisions, and to make the results of this

J/ψ analysis consistent with those from minimum bias U+U collisions, the same p+p

reference was used, specifically the data from PHENIX [58] (for pT < 2 GeV/c) and

STAR [49] (for pT > 2 GeV/c). However, the PHENIX data are only for |y| < 0.35

so it was assumed that the production of J/ψ in that narrower rapidity bin is same as

in |y| < 1. The p+p reference fitted with the function 4.3 is shown in the Figure 6.2.

The fitting function was evaluated in the average pT of each J/ψ pT bin and this value
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Figure 6.2: Proton+proton reference data from STAR [49] (stars) and PHENIX [58]

(circles) fitted with the function 4.3.
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was used in formula 6.2. Corresponding error of the p+p reference was included in the

calculation of RAA statistical error.

The resulting J/ψ RAA in 0 - 5 % most central U+U collisions at STAR calculated

according to equation 6.2 can be seen as the function of pT in Figure 6.3. It shows signif-

icant suppression over the whole pT range. For pT below 3 GeV/c the RAA is consistent

with results from minimum bias and HT triggered collisions, however, the value of RAA

at pT ≈ 3 GeV/c shows notable suppression. It should be noted here that in the pT bin

3 - 7 GeV/c the least significant signal of J/ψ was observed. It was accompanied by the

considerable statistical and systematic error which was significant also in the calculation

of J/ψ reconstruction efficiency.
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Figure 6.3: J/ψ nuclear modification factor as a function of pT in 0 - 5 % most

central U+U collisions. Data are shown together with minimum bias and HT-triggered

Au+Au [28, 49] and U+U data [52].

J/ψ RAA as a function of Npart is shown in Figure 6.4. U+U central point is compared

to results from minimum-bias U+U collisions and results from Au+Au collisions for pT <

5 GeV/c [49] and pT > 5 GeV/c [28]. A significant Npart uncertainty of J/ψ RAA in central

U+U collisions (discussed in Chapter 3) is also illustrated. As can be seen J/ψ RAA in

central U+U collisions shows significant suppression which is similar to the suppression

observed for low-pT J/ψ in 200 GeV Au+Au collisions of Npart ≈ 350.

Results presented in this work are not final. First, J/ψ embedding data for U+U

collisions will be used in the calculation of J/ψ reconstruction efficiency. Consequently,

the systematic uncertainties of the yield will be studied in more detail. As discussed in

Section 3.2 Nbin and Npart for analyzed 0 - 5 % most central U+U data were temporar-

ily estimated by weighting the values from minimum-bias data to the analyzed central

triggered multiplicity distribution. These values are very approximate and thus affected

by significant systematic uncertainty. Therefore, more precise study of Nbin and Npart in
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Figure 6.4: J/ψ nuclear modification factor as a function of Npart in 0 - 5 % most

central U+U collisions (blue star). Shaded band shows systematic uncertainty of the

yield and horizontal dashed line shows the systematic uncertainty of Npart. Data are

compared to results from minimum bias U+U collisions (violet star) and from Au+Au

collisions at low pT [49] (orange circle) and high pT [28] (green circle).

central triggered U+U collisions is needed for the correct interpretaion of obtained results.
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Conclusions
In this thesis the analysis of J/ψ production via the di-electron decay channel in

central triggered 0 - 5 % most central U+U collisions at
√
sNN = 193 GeV at the STAR

experiment was presented.

Suppression of J/ψ production in heavy-ion collisions compared with p+p collisions

provides one of the key signatures of the quark-gluon plasma formation. In U+U collisions

the effects of the hot medium are expected to be the most significant among all nuclei which

have been collided at RHIC until now. Therefore, J/ψ production studies in such colliding

system are important.

Basic information about heavy-ion collisions and selected signatures which may refer

to the evidence of the quark-gluon plasma (QGP) were briefly described in this thesis.

The work focuses in more detail on theoretical background of J/ψ production and its

modification in heavy-ion collisions as well as recent heavy quarkonium measurements at

RHIC.

One of the foremost heavy-ion experiments, the STAR experiment at RHIC, was pre-

sented. Information obtained from three of its main subsystems, the Time Projection

Chamber, Time Of Flight detector and Barrel Electromagnetic Calorimeter was used for

identification of J/ψ daughter electrons and positrons in central U+U collisions. J/ψ raw

yield of significance larger than 8 σ was observed for pT < 7 GeV/c at mid-rapidity. This

allowed to divide the signal in three pT bins. Different, either data-driven corrections or

corrections based on simulation of J/ψ decay and the interaction of its daughter electrons

in the detector were performed. The total J/ψ reconstruction efficiency was estimated

to be 8 - 12 % depending on pT. The first estimate of systematic uncertainties was also

performed.

Finally, J/ψ invariant yield was calculated and compared to the scaled p+p reference

to determine the nuclear modification factor RAA. J/ψ RAA as a function of pT and

Npart shows significant suppression. J/ψ RAA for pT < 3 GeV/c in central triggered

U+U collisions is similar to that observed in minimum bias U+U and Au+Au collisions at

200 GeV at STAR. Our results on J/ψ RAA in central U+U collisions move the centrality

studies of J/ψ production in heavy-ion collisions towards higher Npart. J/ψ RAA in U+U

collisions is consistent with Au+Au results with similar Npart indicating possible interplay

of dissociation and recombination of heavy quark-antiquark pairs as processes modifying

J/ψ production.

Results of J/ψ analysis in central triggered U+U collisions presented in this work

are not final. In the future more precise study of J/ψ signal corrections and systematic

uncertainties using the simulation for U+U collisions will be performed.
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Published in Proceedings of Science: PoS EPS-HEP2015 (2015) 204

3. XXXIV Mazurian Lakes Conference on Physics, Piaski, Poland, 6 13 September

2015 (poster). Content of this poster was the same as in attached poster from The

European Physical Society Conference on High Energy Physics.

4. XXXIV Mazurian Lakes Conference on Physics, Piaski, Poland, 6 13 September

2015 (proceedings).

Published in Acta Physica Polonica B: Acta Phys.Polon. B47 (2016) 997

5. 15th Zimanyi Winter School on Heavy Ion Physics, Budapest, Hungary, 7 - 11 De-
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Quark-gluon plasma (QGP), a novel state of deconfined nuclear matter, has been studied in high-
energy heavy-ion collisions at the Relativistic Heavy Ion Collider (RHIC). Due to the color screening
of the quark-antiquark potential in the QGP the production of heavy quarkonia (e.g. J/ψ, Υ) is
expected to be supressed. However, there are also other effects that may influence the suppression
pattern of heavy quarkonia (e.g. secondary production in the QGP, cold-nuclear-matter effects). To
understand those effects we need to study production of heavy quarkonia in various colliding systems.
We present preliminary results on nuclear modification factor of J/ψ production reconstructed at
midrapidity via di-electron decay channel in minimium-bias U+U collisions at √sNN = 193 GeV at
the STAR experiment and current status of analysis of J/ψ production in central U+U collisions.

Introduction

• In the most central U+U collisions the energy
density of the created medium is expected to be
higher than in Au+Au collisions [1].

Fig. 1: Estimate of the ratio of energy density
in U+U and Au+Au collisions as a function

of centrality [1].

• At the STAR experiment, effects of the hot
medium on J/ψ production have been studied in
Au+Au collisions at √sNN = 39, 62.4, 200 GeV
and in U+U collisions at √sNN = 193 GeV.

• In minimum-bias U+U collisions the nuclear
modification factor RAA as a function of pT is
similar to that observed in Au+Au at √sNN =
200 GeV.

Fig. 2: RAA pT dependence of J/ψ in minimum bias and
high tower triggered Au+Au and U+U collisions [2].

• 0 − 5 % most central U+U collisions enable to
study the centrality dependence of J/ψ RAA.

Motivation

• The Solenoidal Tracker at RHIC (STAR) was designed to investigate the strongly interacting matter
by detecting charged particles emerging from collisions.

Fig. 3: Layout of the STAR detector.

• STAR excels in tracking and identification of
charged particles in midrapidity and 2π in az-
imuth.

•Most of the subsystems of the experiment are
located in 0.5 T of solenoidal magnetic field.

• Trigger detectors decide which collisions are
suitable for detection and recording.

→ Centrality triggers: centrality is determined
by Zero Degree Calorimeters based on mea-
sured energy of spectator neutrons combined
with multiplicity information from TOF.

•Main subdetectors used for this analysis are:

→ Time Projection Chamber (TPC): main track-
ing device of STAR, particle identification via
their specific energy loss dE/dx .

Fig. 4: dE/dx of charged particles.

→ Time of Flight (TOF) detector: 1/β of the par-
ticles, together with TPC: separation of elec-
trons from hadrons up to 1.4 GeV/c.

→Barrel Electromagnetic Calorimeter (BEMC):
electron-hadron separation via p/E at high
momentum.

STAR Detector
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[1] D. Kikola et al., Phys.Rev. C84, 054907 (2011).
[2] W. Zha (STAR Collaboration), Nuclear Physics A931, 596-600 (2014).

This work was supported by the grant of the Grant Agency of Czech Republic n.13− 20841S and by the Grant Agency of
the Czech Technical University in Prague, grant No. SGS13/215OHK4/3T/14.

This poster was presented at the European Physical Society Conference on High Energy Physics 2015 in Vienna, Austria.

•Data used for this analysis are 115 M
of 0-5 % most central U+U collisions
at √sNN = 193 GeV taken in 2012.

• J/ψ decay electron candidates are selected from
good quality tracks satisfying the following cri-
teria:

→ TPC:

• pT > 1.0 GeV/c
• −1.5 < nσe < 2.0
nσe is the distance from the expected dE/dx
for electrons expressed in terms of standard
deviation units
• required for all particles

→ TOF:

• 0.97 < 1/β < 1.025
• required for p < 1.4 GeV/c
• for p > 1.4 GeV/c required only if particle

has signal in TOF

→BEMC:

• E > 0.15 GeV
E is energy deposited in the BEMC tower
• 0.7 < pc/E < 2.0
• required for p > 1.4 GeV/c

Fig. 5: 1/β of particles with cut applied on electron
candidates (black lines).

Fig. 6: nσe of particles satisfying TOF and BEMC
cuts, black lines denote nσe cut.

Data analysis in 0-5 % most central U+U collisions

• J/ψ reconstructed at midrapidity via di-electron
decay channel: J/ψ → e+e− (B.R. 5.9%)

• Combinatorial background reconstructed via the
mixed-event background method

• J/ψ yields calculated by the bin counting
method in the invariant mass region
2.9-3.2 GeV/c2

→ S = 4960± 580
→ significance 8.6 σ
→ divided into 3 pT bins

Fig. 8: J/ψ signal for pT integrated.

Fig. 10: J/ψ signal with pT 1-3 GeV/c.

Fig. 7: Invariant mass spectra of unlike-sign,
like-sign and mixed-event electron pairs.

Fig. 9: J/ψ signal with pT 0-1 GeV/c.

Fig. 11: J/ψ signal with pT 3-7 GeV/c.

Results

• Suppression of J/ψ production in minimum-bias U+U collisions at √sNN = 193 GeV/c is similar
to that observed in √sNN = 200 GeV/c Au+Au collisions.
• Significant signal of J/ψ observed in 0− 5% most central U+U collisions. Data analysis to extract
RAA is underway.

Conclusions
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1. Introduction

Measurements of heavy quarkonium production in heavy-ion collisions are used to study prop-
erties of the QGP. Heavy quarkonium production is expected to be suppressed in the presence of the
QGP compared to production in proton+proton (p+p) collisions due to the color screening of the
quark-antiquark potential in the deconfined medium. This phenomenon has long been considered
as one of the most prominent signatures of the QGP [1].

However, there are other effects that may modify the observed suppression such as cold-
nuclear-matter effects, feed down effects, secondary production via coalescence of charm quarks.
To understand these different mechanisms it is important to study the heavy quarkonium production
in different collisional systems and at different collision energies and centralities.

Modification of heavy quarkonium production in nucleus+nucleus collisions (A+A) compared
with p+p collisions is usually quantified by the so-called nuclear modification factor RAA:

RAA (y, pT) =
1

< Nbin >

d2NAA/dpTdy
d2Npp/dpTdy

. (1.1)

It is defined as the ratio of the number of particles produced in A+A collisions to the number
of particles produced in p+p collisions scaled by the average number of binary nucleon-nucleon
collisions < Nbin >. With no medium effect the yield of heavy quarkonia in heavy-ion collisions
should scale with the number of elementary binary collisions and resulting RAA should be equal to
unity. As it turns out the medium produced in heavy-ion collisions can modify this scaling resulting
in the effect of suppression RAA < 1 or enhancement RAA > 1.

At the STAR experiment, effects of the hot medium on J/ψ production have been studied in
Au+Au collisions at

√
sNN = 39, 62.4, 200 GeV [2, 3, 4]. STAR has also collected data on U+U

collisions at
√

sNN = 193 GeV. Since U nuclei are larger than Au nuclei, it is expected that in
the U+U collisions the energy density of the created medium is higher than in Au+Au collisions
[5]. This applies particularly for the most central U+U collisions in which the achievable energy
density is expected to be up to ∼ 20% larger relative to Au+Au collisions. Thus they allow for
further testing of the color screening hypothesis [5].

2. Data analysis in U+U collisions

The Solenoidal Tracker at RHIC (STAR) [6] is a multi-purpose detector composed of various
subsystems. It excels in tracking and identification of charged particles at mid-rapidity and with
full coverage in azimuth.

At the STAR experiment, heavy quarkonia have been studied via their di-electron decay chan-
nels, e.g. J/ψ → e+e− with a branching ratio Bee = 5.9 %. In the analyses presented here the
STAR Time Projection Chamber (TPC) [7], Time of Flight (TOF) [8] detector and Barrel Elec-
tromagnetic Calorimeter (BEMC) [9] are used for electron identification. The TPC is the main
tracking device of STAR and provides particle identification via their specific energy loss dE/dx,
the TOF detector measures 1/β of the particles and together with TPC enables separation of elec-
trons from hadrons up to 1.4 GeV/c. The BEMC measures energies of electromagnetic showers
produced by high-pT particles and enables electron-hadron separation by pc/E cut, where E is

2
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the energy deposited in the BEMC and p is the momentum of the track. For electron candidates
pc/E ∼ 1 while for hadrons pc/E > 1 . It is also used to trigger on high-pT electrons. This is
called the High Tower (HT) trigger. Minimum bias (MB) data are triggered by the Vertex Position
Detectors (VPD) and the 0-5% central data are triggered by Zero Degree Calorimeters based on
measured energy of spectator neutrons combined with track multiplicity information from TOF.

3. RAA in minimum bias U+U collisions

To quantify the hot medium effects on J/ψ production, nuclear modification factor in min-
imum bias Au+Au and U+U collisions has been measured [2, 3, 4]. Figure 1 (left panel) shows
the nuclear modification factor in minimum bias and HT triggered U+U collisions [2]. RAA as a
function of pT is similar to that observed in Au+Au at

√
sNN = 200 GeV [2]. In the right panel of

Figure 1 the nuclear modification factor of J/ψ is presented as a function of the number of nucle-
ons participating in collision Npart. Results are shown for different colliding energies

√
sNN = 200

(black), 62.4 (red) and 39 (blue points) GeV in Au+Au collisions [2] and for
√

sNN = 193 GeV
in minimum bias U+U collisions. U+U data is consistent with Au+Au results with similar Npart,
within errors.

Figure 1: Left:J/ψ RAA as a function of pT in minimum bias and HT triggered Au+Au and U+U
collisions [2]. Right: J/ψ RAA as a function of Npart in Au+Au collisions at

√
sNN = 200 (black),

62.4 (red) and 39 (blue points) GeV [2] and compared with model predictions [10] and in minimum
bias U+U collisions at

√
sNN = 193 GeV.

4. Analysis status of 0-5% most central U+U collisions

In the analysis presented here 115 M of 0-5% most central U+U collisions collected in 2012
at
√

sNN = 193 GeV were used. J/ψ signal was reconstructed via the di-electron decay channel
(J/ψ → e+e−). Electron candidates were selected from tracks with transverse momenta pT >

1.0 GeV/c which satisfied selection criteria on TPC, TOF and BEMC signals: nσTPC
e , the difference

from the expected ln (dE/dx) for electrons expressed in terms of standard deviation units, was
required to be in the range (-1.5, 2.0) for all electron candidates. For particles with momenta

3
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p < 1.4 GeV/c we required 0.970 < 1/β TOF < 1.025, for p > 1.4 GeV/c the energy E deposited
in the BEMC tower had to be larger than 0.15 GeV and the ratio pc/EBEMC to be in the range (0.7,
2.0). The cut on 1/β TOF for p > 1.4 GeV/c was used if particles had a signal in TOF. Figure 2
shows 1/β TOF and nσTPC

e distributions and application of corresponding cuts.

Figure 2: Left: 1/β TOF of particles with depicted cut for electron candidates (black lines). Right:
nσTPC

e of particles satisfying TOF and BEMC cuts. Black lines denote the nσTPC
e cut.

Combinatorial background of the J/ψ signal was estimated by the mixed-event background
method. Left panel of Figure 3 shows signal before the combinatorial background subtraction.
After the combinatorial background subtraction the invariant mass distribution of di-electron pairs
was fitted with a crystal ball function to describe the signal while the residual background was fitted
with a linear function. The right panel of Figure 3 shows signal after combinatorial background
subtraction and fits for the signal and the background. The J/ψ yield calculated by the bin counting
method in the invariant mass region (2.9, 3.2) GeV/c2 was 4960± 580 with a significance of 8.6 σ .

Figure 3: Left: Invariant mass spectra of unlike-sign, like-sign and mixed-event electron pairs.
Right: J/ψ signal after combinatorial background subtraction fitted with a crystal ball function
together with a linear function used to describe the residual background.

4
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5. Summary

In this work we have presented preliminary results on nuclear modification factor for J/ψ
production in minimum-bias U+U collisions at

√
sNN = 193 GeV at the STAR experiment and the

current status of J/ψ production analysis in 0-5% most central U+U collisions. Suppression of
J/ψ production in minimum-bias U+U collisions is similar to that observed in

√
sNN = 200 GeV

Au+Au collisions. In 0-5% most central U+U collisions a strong signal of J/ψ of significance
8.6 σ has been observed.

Data analysis leading to the extraction of J/ψ nuclear modification factor in 0-5% most cen-
tral U+U collisions is underway. Results of this analysis will extend our knowledge about J/ψ
production modification in U+U collisions at the highest achievable energy density at RHIC and
enable us to better understand interactions of J/ψ with hot and dense nuclear matter.
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Quark–gluon plasma (QGP), a novel state of deconfined nuclear mat-
ter, has been studied in high-energy heavy-ion collisions at the Relativis-
tic Heavy Ion Collider (RHIC). Due to the color screening of the quark–
antiquark potential in the QGP, production of heavy quarkonia (e.g. J/ψ, Υ )
is expected to be suppressed. However, there are also other effects that may
influence the observed quarkonium yields (e.g. secondary production in the
QGP, cold-nuclear-matter effects). To understand those effects, we need
to study production of heavy quarkonia in various colliding systems. We
present preliminary results on nuclear modification factor of J/ψ produc-
tion at mid-rapidity via the di-electron decay channel in minimum bias
U+U collisions at

√
sNN = 193 GeV at the STAR experiment and the

current status of analysis of J/ψ production in central U+U collisions.
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1. Introduction

Measurements of heavy quarkonium production in heavy-ion collisions
are used to study properties of the QGP. Heavy quarkonium production is
expected to be suppressed in the presence of the QGP compared to produc-
tion in p + p collisions due to the color screening of the quark–antiquark
potential in the deconfined medium. This phenomenon has long been con-
sidered as one of the most prominent signatures of the QGP [1].

However, there are other effects that may modify the observed suppres-
sion such as cold-nuclear-matter effects, feed down effects, secondary pro-
duction via coalescence of charm quarks. To understand these different
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mechanisms it is important to study the heavy quarkonium production in
different collision systems and at different collision energies and centralities.

Modification of heavy quarkonium production in nucleus+nucleus colli-
sions (A + A) compared with p + p collisions is usually quantified by the
so-called nuclear modification factor RAA. It is defined as the ratio of the
number of particles produced in A + A collisions to the number of par-
ticles produced in p + p collisions scaled by the average number of binary
nucleon–nucleon collisions 〈Nbin〉. With no medium effect, the yield of heavy
quarkonia in heavy-ion collisions should scale with the number of elementary
binary collisions and the resulting RAA should be equal to unity. As it turns
out, the medium produced in heavy-ion collisions can modify this scaling
resulting in the effect of suppression RAA < 1 or enhancement RAA > 1.

At the STAR experiment, effects of the hot medium on J/ψ produc-
tion have been studied in Au+Au collisions at

√
sNN = 39, 62.4, 200GeV

[2–4]. STAR has also collected data on U+U collisions at
√
sNN = 193 GeV.

Since U nuclei are larger than Au nuclei, it is expected that in the U+U col-
lisions, the energy density of the created medium is higher than in Au+Au
collisions [5]. This applies particularly for the most central U+U collisions
in which the achievable energy density is expected to be up to ∼ 20% larger
relative to Au+Au collisions. Thus, they allow for further testing of the
color screening hypothesis [5].

2. Data analysis

The Solenoidal Tracker at RHIC (STAR) [6] is a multi-purpose detector
composed of various subsystems. It excels in tracking and identification of
charged particles at mid-rapidity and with full coverage in azimuth.

In the analyses presented here, J/ψ was studied in 377 M of minimum
bias and 115 M of 0–5% most central U+U collisions collected in 2012 at√
sNN = 193 GeV at STAR. J/ψ signal was reconstructed via the di-electron

decay channel (J/ψ → e+e−) with a branching ratio Bee = 5.9%. Electron
candidates were selected from tracks which satisfied selection criteria on
signals in the STAR Time Projection Chamber (TPC) [7], Time-of-Flight
(TOF) [8] detector and Barrel Electromagnetic Calorimeter (BEMC) [9].
The TPC provides particle tracking and identification via their specific en-
ergy loss dE/dx. nσTPC

e , the difference from the expected ln(dE/dx) for
electrons expressed in terms of standard deviation units, was required to
be in the range of (−1.5, 2.0) for all electron candidates. The TOF detec-
tor measures velocity βTOF of the particles and together with TPC enables
separation of electrons from hadrons up to 1.4 GeV/c. For particles with
momenta lower than stated, we required 0.970 < 1/βTOF < 1.025. The cut
on 1/βTOF for p > 1.4 GeV/c was used if particles had a signal in TOF.
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The BEMC measures energies of high-pT particles. Its fast response allows
to trigger on high-pT electrons. This is called the High Tower (HT) trigger.
Since electrons are expected to deposit all of their energy in the detector
while hadrons not, the BEMC is used for electron–hadron separation by
pc/EBEMC cut, where EBEMC is the energy deposited in the BEMC and p
is the momentum of the track. For particles with p > 1.4 GeV/c, we re-
quired EBEMC > 0.15 GeV and 0.5 < pc/EBEMC < 2.0 in minimum bias
and 0.7 < pc/EBEMC < 2.0 in 0–5% most central collisions. Figure 1 shows
1/βTOF and nσTPC

e distributions and application of corresponding cuts in
0–5% most central collisions.
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Fig. 1. Left: 1/βTOF of particles with depicted cut for electron candidates (black
lines). Right: nσTPC

e of particles satisfying TOF and BEMC cuts, black lines
denote the nσTPC

e cut.

3. Results

J/ψ signal was reconstructed from the invariant mass distributions of
the e+e− pairs. Combinatorial background of the J/ψ signal was estimated
by the like-sign in minimum bias and mixed-event background method in
0–5% central data. After the combinatorial background subtraction, the
invariant mass distribution of di-electron pairs was fitted with a crystal ball
function to describe the signal, while the residual background was fitted with
a linear function. Figure 2 shows J/ψ signal after combinatorial background
subtraction and fits for the signal and the background in minimum bias
(left panel) and 0–5% central (right panel) U+U collisions. The J/ψ yield
calculated by the bin counting method in the invariant mass region (2.9,
3.2) GeV/c2 was 9440 ± 640 with a significance of 12.9σ in minimum bias
and 4960± 580 with a significance of 8.6σ in 0–5% central U+U data.



1000 J. Fodorová

]2c [GeV/invM
2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6

ra
w

 y
ie

ld

500

0

500

1000

1500

2000

Signal after combinatorial
background subtraction
Crystal ball fit
Residual background
linear fit

=193 GeV  centrality 05 %
NN

sU+U 

 integrated
T

p

 = 8.6 (S+B)S/

STAR Preliminary

Fig. 2. J/ψ signal after combinatorial background subtraction fitted with a crystal
ball function together with a linear function used to describe the residual back-
ground in minimum bias (left) and 0–5% central (right) U+U collisions.

Figure 3 (left panel) shows STAR preliminary results on J/ψ invariant
yield in minimum bias and HT triggered U+U collisions. To quantify the hot
medium effects on J/ψ production, nuclear modification factor in minimum
bias Au+Au and U+U collisions has been measured [2–4]. The right panel
of figure 3 shows the nuclear modification factor in minimum bias and HT
triggered U+U collisions [2]. RAA as a function of pT is similar to that
observed in Au+Au at

√
sNN = 200 GeV [2].
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Fig. 3. Left: J/ψ invariant yield versus transverse momentum in minimum bias
and HT triggered U+U collisions. Right: J/ψ RAA as a function of pT in minimum
bias and HT triggered Au+Au and U+U collisions [2].

4. Summary

In this work, we have presented preliminary results on nuclear modifica-
tion factor for J/ψ production in minimum bias U+U collisions at

√
sNN =

193 GeV at the STAR experiment and the current status of J/ψ produc-
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tion analysis in 0–5% most central U+U collisions. Suppression of J/ψ
production in minimum bias U+U collisions is similar to that observed in√
sNN = 200 GeV Au+Au collisions. In 0–5% most central U+U collisions,

a strong signal of J/ψ of significance 8.6σ has been observed.
Data analysis leading to the extraction of J/ψ nuclear modification factor

in 0–5% most central U+U collisions is underway. Results of this analysis
will extend our knowledge of J/ψ production modification in U+U collisions
at the highest achievable energy density at RHIC.
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